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It is a pleasure and privilege to write a short Foreword to this volume 
edited by long-standing mutual friend Philip Arestis in honour of my 
long-standing friend, John McCombie.

John McCombie is one of the finest scholars I have ever met. Most of 
all, I admire his integrity, independence and courage in taking on the 
entrenched mainstream use of aggregate production functions, culminat-
ing in his definitive volume with Jesus Felipe, The Aggregate Production 
Function and the Measurement of Technical Change: ‘Not Even Wrong’ 
(Edward Elgar 2013). He is also internationally respected for his writings 
on regional economics.

John McCombie is a shining example of what university and commu-
nity citizenship should be, and so it is fitting that he should now be hon-
oured in this splendid volume, with contributions from friends and 
colleagues.

GC Harcourt
Emeritus Reader in the History of Economic Theory, Cambridge (1998)

Emeritus Fellow Jesus College, Cambridge (1998)
Professor Emeritus, Adelaide (1988)

Honorary Professor, UNSW Sydney (2016–)
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1
Introduction

Philip Arestis

This introductory chapter is comprised of two parts. The first is an appre-
ciation of John McCombie in terms of his contributions to economics. 
The second part is an introduction to the chapters that follow.

1  John McCombie: An Appreciation

It is almost by pure chance that John McCombie ended up as an econo-
mist. He essentially began his academic career when he went up to 
Downing College at the University of Cambridge to read for the 
Geographical Tripos. He had an interest in economic geography, broadly 
defined. After spending two years studying for this Tripos, John consid-
ered that some training in Economics was essential for a full understand-
ing of these topics. He therefore changed subject to read for Part II of the 
Economics Tripos and graduated in 1973.

In the face of fierce competition, he was then awarded a prestigious 
Commonwealth Scholarship. The Scholarship provides funding for 

P. Arestis (*) 
Department of Land Economy, University of Cambridge, Cambridge, UK
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 postgraduate studies at leading Commonwealth universities. This pro-
vided John with the opportunity to return to geography and to study for 
an MA in Geography at McMaster University in Canada. At the time, 
the Department of Geography there had some notable quantitative and 
theoretical economic geographers under whom John wished to study. It 
was there that he wrote his first published paper, a comment on ‘Utility 
Accessibility and Entropy in Spatial Modelling’ (McCombie 1975),1 
which was the first of many influential papers to come. After the produc-
tive year spent in Canada, John won a SSRC grant (as it then was) to 
return to Cambridge University to undertake research for a PhD. He was 
faced with an embarrassment of riches as he had offers from both the 
Faculty of Economics and Politics and the Department of Geography; he 
chose the former.

John returned to his old College, Downing, as a postgraduate student 
and was subsequently elected to a Bye-Fellowship of the College. So 
began his love of teaching and working with students as he undertook 
supervisions for the College for the first time. His first academic post was 
at the University of Hull, where the Department of Economics was look-
ing for a regional economist (he turned down a Fulbright scholarship, 
which provided funding for further research to be undertaken in a lead-
ing US university, to take up the lectureship). He took up this appoint-
ment in 1977 and in 1986 took leave of absence to spend three years at 
the Department of Economics at the University of Melbourne, Australia. 
He returned to the UK in 1989 to take up a post in the Department of 
Land Economy at the University of Cambridge and was immediately 
offered a Fellowship in Economics and Land Economy at his old College. 
The Land Economy Tripos is an interdisciplinary subject, drawing on the 
disciplines, inter alios, of law, economics and real estate management. 
This environment suited John’s interdisciplinary background and his 
research. He continued to publish widely and to build on his interna-
tional reputation.

His move to Cambridge brought with it a host of administrative duties 
including being Director of Studies in the three subjects Economics, 
Land Economy and Management Studies for Downing College and 
Director of Studies for Land Economy for Christ’s and Girton Colleges. 
With the late Nigel Allington, he built up Downing economics with its 

 P. Arestis



 3

18 students, so that in terms of economics degree results, it became one 
of the top five Cambridge colleges. As Director of Studies and supervisor, 
John excelled at the small-group teaching, gaining great pleasure from 
imparting knowledge to some of the brightest students in the UK. He 
was a very popular supervisor. He also had many PhD students, enjoying 
the two-way interchange of ideas. Most of his students went on to distin-
guished careers in academia, including professorships, or to work for 
international institutions such as the World Bank.

John spent the rest of his academic career at Cambridge, becoming 
Professor in Regional and Applied Economics, and working in his large 
200-year-old study, with its wonderful views over the Downing domus—
there can be few nicer places to write academic papers. During his tenure 
at Land Economy, he achieved substantial private funding that enabled 
him and Philip Arestis, as Director of Research, to establish the Cambridge 
Centre for Economic and Policy. The Centre also funded a Senior 
Research Associate. It built up an international reputation in such diverse 
areas ranging from monetary economics (both theory and policy), 
regional economic theory and policy to post-Keynesian economics, in 
general. In collaboration with the Department of Applied Economics V 
of the University of the Basque Country, the Centre has regularly orga-
nized what has now become one of the major European economics con-
ferences, which, at the time of writing, is into its 15th year. The conference 
regularly leads to high-quality publications.

During his academic career, John has been invited to hold a variety of 
important appointments outside the University. He was a co-editor of 
Urban Analysis and Policy, Regional Studies and a founding co-editor of 
Spatial Economic Analysis. He has been an Economic Consultant to both 
the World Bank and the Asian Development Bank, acting as editor of the 
Asian Development Review for a number of years. He was Specialist 
Advisor to the House of Lords European Union Sub-Committee on the 
Future of the EU Structural and Cohesion Funds (2008/2009), reflecting 
his high standing in regional economics. He was particularly delighted to 
be elected Fellow of the Academy of the Social Sciences (FAcSS) and 
Fellow of the Regional Sciences Association (FeRSA). He was a specialist 
for Town and Country Planning (reflecting his interdisciplinary back-
ground) in the Teaching Quality Assessment for the Higher Education 
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Funding Council of England and the Scottish Higher Education Funding 
Council in the late 1990s. Over the years, he has received numerous invi-
tations from universities to come as a Visiting Professor. These included 
the University of Castilla-La Mancha, Spain; Keio University, Japan; 
Pomona College, USA; the Federal University of Minas Gerais, Brazil; 
and the University of Otago, New Zealand. He is also a Visiting Fellow 
at Centre for Globalization Research and Queen Mary University of 
London.

There is no doubt that a powerful influence on an economist’s approach 
to his or her subject is the academic training, often for the doctorate. It is 
not for nothing that the Jesuits’ motto is ‘give me the child until he is 
seven and I will give you the man’. During the time John was pursuing 
his undergraduate and postgraduate studies in the early 1970s, there was 
what might be best termed a school of ‘Cambridge Economics’. These 
included some intellectual heavyweights such as Nicky Kaldor, Joan 
Robinson, Luigi Pasinetti, Bob Rowthorn and Geoff Harcourt. It is prob-
ably fair to say that what gave the group its coherence was more its rejec-
tion of neoclassical economics than anything else. On the applied side, 
there was also Wynne Godley and the Cambridge Economic Policy 
Group.

John had come to Cambridge to do his PhD in the area of what was 
then called the ‘New Urban Economics’. However, he became intrigued 
by the debate between Kaldor and Rowthorn at that time over what was 
then a deceptively simple relationship between the growth of productiv-
ity and output known as the Verdoorn law. This was interpreted as pro-
viding evidence of substantial dynamic and static increasing returns to 
scale.

This debate raised some intriguing issues and led first to what was 
going to be a temporary diversion of John’s research. However, he eventu-
ally switched his PhD research to a full-time consideration of various 
aspects of the law and the Kaldorian approach to growth. This led to a 
large number of papers on the subject, including papers extending the 
Kaldor-Rowthorn debate (McCombie 1981a), new empirical evidence 
using US state data (McCombie and de Ridder 1983) and quantifying 
the importance of Kaldor’s laws (McCombie 1980). Inevitably John’s 
interests developed over time to other areas of what might be best termed 
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post-Keynesian economics. But he returned to the Verdoorn law through-
out his career. One thing that had bothered him was what he termed the 
‘Static-Dynamic Verdoorn law paradox’. Many studies using cross- 
regional data and conventional aggregate production functions estimated 
in log level found very small increasing or constant returns to scale. 
Paradoxically, using the same regional data set, the estimation of the 
Verdoorn law using growth rates gave estimates of significant increasing 
returns to scale. John’s (McCombie 1982a) initial attempt to provide an 
explanation of this was not convincing, even to himself. It was not until 
several years later with Mark Roberts that he provided a satisfactory 
explanation (McCombie and Roberts 2007). It had to do with spatial 
aggregation bias.

Inevitably, recent developments in econometrics have led to a recon-
sideration of earlier studies and this is true of the extended Verdoorn law. 
In the latter case, it was the development of spatial autocorrelation esti-
mation techniques. John’s more recent work with his co-authors, using 
these more sophisticated techniques, has confirmed earlier results (Angeriz 
et al. 2008, 2009).

A further area of research where John has made a significant contribu-
tion has been in the area of balance-of-payments-constrained growth. 
This approach originated in a short note by Tony Thirlwall, published in 
1979. John was at initially somewhat sceptical of this argument and this 
led him to publish a short comment on the analysis of the same journal 
(McCombie 1981b). The upshot was an invitation by Tony Thirlwall to 
visit him at his University to discuss their differences, which turned out 
to be small. There followed a fruitful collaboration on the subject for 
many years including a major book published in 1994. Since then there 
has been an explosion of the literature on balance-of-payments to which 
John has again returned to make influential contributions.

John has become a leading authority and developed an international 
reputation for the extension of a fundamental critique of the neoclassical 
aggregated production function. One of the outcomes of the Cambridge 
capital theory controversies of the late 1960s was that the results from an 
aggregate production function did not hold outside of a one-commodity 
world. Aggregation theorems also gave the same result. Over time, the 
Cambridge capital theory controversies have been relegated to the history 
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of economic thought and largely forgotten. The reason seems to have 
been an implicit reliance on the not compelling Friedman’s methodology 
of economics. According to Friedman, what matters is not the realism or 
otherwise of the assumptions of a model, but its predictive power. 
Douglas’s statistical work in the 1930s with various colleagues using 
cross-industry or cross-state data found remarkably good statistical fits 
with the output elasticities very close to the factor shares. Time-series 
data usually, but not always, gave good fits. Hence, statistical estimations 
of aggregate production functions increased during the post-war period 
using ever more sophisticated statistical techniques. The good statistical 
fits were taken at both the textbook and advanced level to confirm that 
markets were competitive and factors of productions were paid their mar-
ginal products.

John found similar results and good statistical fits in the 1970s to the 
Cobb-Douglas aggregate production functions using the regional data he 
had collected and constructed for his PhD. This remained a puzzle until 
he came across, quite by chance, in the 1980s a small number of largely 
ignored papers that provided what he thought was a convincing explana-
tion. Herbert Simon, for example, considered the critique of sufficient 
importance that he mentioned it explicitly in his Nobel Prize acceptance 
speech.2

If the arguments were logically correct, and John was convinced that 
they were, they had devastating implications for neoclassical macroeco-
nomics. Theoretically, the aggregate production function should be 
expressed in physical terms, yet in empirical studies of the aggregate pro-
duction function the measures of output and the capital stock are con-
stant price value terms; not physical volumes. This is in spite of these 
measures misleadingly being called ‘volumes’, in much of the applied 
work on aggregate production functions. This is not an innocuous differ-
ence because it means that there is an underlying accounting identity, 
namely, that constant price value added equals the wage rate multiplied 
by the numbers employed plus the constant price value of capital multi-
plied by the rate of profit. It may be straightforwardly shown that if the 
accounting identity is differentiated, and then integrated, the result is a 
mathematical isomorphism that is identical to a Cobb-Douglas ‘produc-
tion function’ with the estimated ‘output elasticities’ equalling the factor 
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shares. The national accounting identity is, of course, compatible with 
any state of competition, whether there are increasing returns or not, and 
most importantly with the complete absence of an aggregate production 
function. The results are not dependent on factor shares being constant. 
If the identity is estimated, say, using data where the factor shares are 
changing, then a more flexible functional form (such as the CES ‘produc-
tion function’) will give a better fit.

John first extended and revived this critique in a paper published in 
1998 as nothing had been written on the topic for several years. It also led 
to a long and productive collaboration with Jesus Felipe in this area. In a 
series of papers, they examined some well-known papers that used the 
aggregate production function. Using only the identity and some ‘stylised 
facts’ that did not depend upon the putative aggregate production func-
tion, they were able to correctly predict the estimates before a single 
regression had been run. These papers include the following topics: esti-
mating biased technical change in aggregate production functions 
(McCombie and Dixon 1991), estimating CES production functions 
(Felipe and McCombie 2001b), Hall’s estimation of the mark-up in 
manufacturing (Felipe and McCombie 2002), Mankiw-Romer-Weil’s 
test of the Solow growth model (Felipe and McCombie 2005b), the con-
cept of total factor productivity (Felipe and McCombie 2007b) and esti-
mations of labour demand functions (Felipe and McCombie 2009a). 
Moreover, they explained why Solow’s ‘startling’ result that technical 
change explained by far the largest proportion of productivity growth was 
hardly surprising, when the accounting identity was taken into account. 
In fact it could hardly be otherwise.

What is surprising is that the argument is one of logic. There have been 
a few attempts to criticize the argument, none of them compelling. John 
and Jesus Felipe brought their papers together in a book published in 
2014, The Measurement of Technical Change and the aggregate Production 
Function. ‘Not Even Wrong’.

Consequently, neoclassical macroeconomists continue to behave anal-
ogously to the geocentrists who were confident that their predictions of 
the movement of the planets using ad hoc epicycles confirmed the view 
that the planets moved around the earth. The foundations of a Copernican 
revolution in economics are there, but it has yet to happen. This work on 
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the aggregate production function had implications for the Verdoorn law 
in that Verdoorn in his original paper had derived the law from a Cobb- 
Douglas production function. This contradiction puzzled John until he 
eventually reconciled the two, in the process providing firmer founda-
tions for Kaldor’s ‘technical progress function’ (McCombie and Spreafico 
2015).

John has also made a considerable contribution to a large number of 
areas within what may be best described as the post-Keynesian econom-
ics. Although he is now retired and is an Emeritus Professor of the 
University of Cambridge, and Emeritus Fellow in Economics at Downing 
College, he is still doing some teaching for the Department, attending 
international conferences and writing papers and books. He will no 
doubt continue to make an outstanding contribution to the debates in 
economics.
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3  Introductory Part

A number of John McCombie’s colleagues who are familiar with his work 
have kindly offered to contribute to this book in honour of John. The rest 
of this introduction offers a brief summary of the chapters that follow.

Tony Thirlwall in Chap. 2, entitled, ‘John McCombie’s Contribution 
to the Applied Economics of Growth in a Closed and Open Economy’, 
focuses on John McCombie’s major contributions to our understanding 
of growth rate differences between countries. This chapter is divided into 
three parts. The first part deals with Kaldor’s growth laws, and particu-
larly John’s work on Verdoorn’s Law—its estimation—and resolving the 
static/dynamic paradox that increasing returns are found when the 
growth of labour productivity is regressed on the growth of manufactur-
ing output but not when the log level of productivity is regressed on the 
level of manufacturing output. The second part outlines John’s contribu-
tion to the theory of balance-of-payments-constrained growth, particu-
larly showing that the dynamic Harrod trade multiplier result can be 
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interpreted as the Hicks super multiplier. The third part shows that 
Kaldor’s first law of growth, that manufacturing is the engine of growth, 
is also a reduced form of an export-led growth model, because the export 
growth of countries is closely related to the growth of manufactured 
exports.

Paul Davidson continues in Chap. 3, under the title, ‘Why Neither 
Samuelson’s Neoclassical Synthesis Keynesianism Nor New Keynesianism 
Theory Is Compatible with Keynes’s General Theory’. This chapter dem-
onstrates that the specified presumptions underlying Neoclassical 
Synthesis Keynesian Theory and New Keynesian Theory are in direct 
conflict with Keynes’ statements regarding the foundation of his theory 
of involuntary unemployment. Stickiness of wages, and/or administered 
prices, is their fundamental cause of involuntary unemployment. Keynes’s 
essential properties are that (1) all liquid assets have a zero elasticity of 
production, and therefore are nonproducible, and (2) the elasticity of 
substitution between all liquid assets and producible goods and services is 
zero. Thus, when people put their savings out of current income into the 
form of liquid assets, these savings find a resting place in nonproducibles 
even if all wages and prices are perfectly flexible. Consequently, every 
penny saved is a penny not earned by workers and enterprises that pro-
duce goods and services. In other words, in Keynes’s general theory sticky 
money wages and/or administered prices are not the fundamental cause 
of unemployment.

Giuseppe Fontana and Marco Veronese Passarella in their Chap. 4, 
entitled, ‘Aggregate Demand, Money and Finance in the New Consensus 
Macroeconomics: A Critical Appraisal’, critically assess the ‘New 
Consensus Macroeconomics’ (NCM) theory and its recent  developments. 
Building on the Wicksellian ‘two-interest-rates model’, the NCM high-
lights the role of interest rates in the transmission mechanism of mone-
tary policy, whereas monetary aggregates are treated as residual variables. 
However, in contrast with Wicksell’s theory, banks and financial institu-
tions are usually neglected in the NCM theory. As a result, the financial 
instability and recurrent banking crises of modern economies have 
received little attention in modern macroeconomics. This chapter has 
three main goals. First, it aims to provide a critical analysis of the original 
NCM model and some recent developments. Second, it aims to show 
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that few amendments to it are sufficient to account for the financial insta-
bility and banking crises of real-world economies. Third, it shows that 
some important policy-making conclusions logically follow once the role 
of banks, credit and finance is properly taken on board.

Malcolm Sawyer continues in Chap. 5 with considering the relation-
ships between microeconomics, mesoeconomics and macroeconomics. 
Macroeconomic analysis has often been accused of lacking ‘microeco-
nomic foundations’. However, macroeconomic analysis always had 
microeconomic underpinnings though not ones based on life-time utility 
maximization. The use of the term ‘microeconomic foundations’ suggests 
causation runs from the micro level to the macro, whereas causation runs 
in both directions and involving the meso level. The notion that macro-
economic analysis can be based on the ‘representative agent rational 
expectations’ approach is strongly critiqued. The nature of macroeco-
nomic relationships is discussed and the general proposition set out to 
suggest that macroeconomic conditions cannot be ready derived from 
microeconomic considerations. Economic analysis is only interesting 
when conducted above the individual level involving interactions between 
individuals and the resolution of their actions and decisions with consid-
eration of whose decisions are decisive. Some of the problems surround-
ing the use of macro relationships which mimic micro relationships are 
set out.

Philip Arestis in the Chap. 6 entitled, ‘A Coherent Approach to 
Macroeconomic Theory and Economic Policies’, offers a new approach 
to macroeconomics, which focuses on the notion that there is often inad-
equacy of aggregate demand relative to what would be required for full 
employment of the factors of production. The level and distribution of 
productive capacity can often be inadequate to underpin full employ-
ment. Consequently, and under such circumstances, distributional effects 
are paramount and should be seriously taken on board in the analysis and 
policies; and such effects are actually considered in this contribution. 
Economic policies are thereby very relevant and important. We briefly 
summarize the theoretical framework that underpins the relevant eco-
nomic policies before we turn our attention to the latter themselves. We 
suggest that in addition to the well-known economic policies, namely, 
fiscal and monetary policies, and of equal importance, co-ordination of 
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them, two new, relevant and important policy dimensions emerge as par-
amount: distributional effects and financial stability. We also discuss 
briefly current ‘unorthodox’ monetary policies.

Marta Spreafico in Chap. 7, entitled ‘Is the Share of Income of the Top 
One Percent Due to the Marginal Product of Labour or Managerial 
Power?’, argues that the last 30 years have seen the rapid increase in the 
share of income of the top 1 per cent, especially in the USA. This has led 
to increasing concern in some quarters about the consequences of the 
increase in income inequality. However, for a long time, neoclassical eco-
nomics has generally ignored the problem. This is largely because of its 
uncritical acceptance that all employees, including the highest paid, are 
paid their marginal products in competitive labour markets and receive 
their ‘just deserts’. The recent increase in overall inequality is also attrib-
uted to skill-biased technical change and the race between technology 
and education. These explanations are examined in light of empirical and 
theoretical arguments that question the existence of the aggregate pro-
duction function and the marginal productivity theory of distribution. It 
is concluded that the explanation for the increase in income of the top 1 
per cent must lie elsewhere such as an increase in managerial power.

Jesús Ferreiro, in the Chap. 8, entitled ‘Macroeconomic Lessons from 
the Financialisation Process’, has the objective in contribution to outline 
the main macroeconomic lessons resulting from the financialization pro-
cess. This chapter is structured into four main sections. The first section 
will focus on the definition of the financialization process. The second 
section will focus on the consequences of the financialization process on 
economic activity in general and on the activity carried out by particular 
sectors and agents. The third section will deal with the Great Recession as 
far as there is an extended consensus on the key role played by the exces-
sive growth of finances on the burst of the crisis. This study will pay 
attention to the different impacts of the economic and financial crises in 
European countries and on the consequences generated by the manage-
ment of macroeconomic policies, mainly in developed and European 
countries. A final section will be devoted to the consequences of finan-
cialization on the European integration process.

Michelle Baddeley in Chap. 9 entitled, ‘Financial Instability and 
Speculative Bubbles: Behavioural Insights and Policy Implications’, draws 
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on themes from Baddeley and McCombie’s (2001) exploration of specu-
lative bubbles, which applied different models of speculation to analysing 
famous historical speculative episodes, specifically Tulipmania and the 
South Sea Bubble. This chapter re-assesses these insights in the light of all 
that has happened during the US sub-prime mortgage crisis and subse-
quent global financial crises of 2007/2008. It also extends the analysis to 
include new insights from behavioural finance about the nature and 
causes of speculative bubbles, blending insights from behavioural finance 
and post-Keynesian economics. Speculative bubbles throughout history 
have a number of common, predictable features so why have we not 
learnt more from these past experiences? In answering these questions, 
this chapter concludes with an analysis of policy implications—including 
fiscal and monetary measures that could be implemented to minimize the 
destabilizing real-side impacts from speculative bubbles and the financial 
shocks and crises which often follow, with significant de-stabilizing 
impacts for real economies.

João P. Romero and Gustavo Britto in Chap. 10, entitled ‘Sophistication, 
Productivity and Trade: A Sectoral Investigation’, argue that in balance- 
of- payments-constrained growth models, income elasticities of exports 
and imports are the crucial parameters determining the long-term growth 
rate. Consequently, it is critical to understand what determines the level 
of these elasticities. The chapter investigates whether measures of produc-
tive sophistication developed by Hausmann et  al. (2007) and Hidalgo 
and Hausmann (2009) can explain not only productivity growth but also 
the size of income elasticities of trade in different technological sectors. It 
does so by testing the impact of initial industry sophistication on subse-
quent productivity growth for low and high-tech industries as well as by 
assessing if changes in industry sophistication are associated with higher 
exports and imports in these sectors. The empirical investigation uses 
product-level trade data from UN Comtrade, combined with price data 
from Feenstra and Romalis (2014) and with productivity data from EU 
KLEMS for 13 industries from seven countries, over the period 
1984–2007.

Mark Roberts in the Chap. 11, entitled ‘Patterns of Urban Growth in 
South Asia: A View from Outer Space’, examines the South Asia’s case 
where since the turn of the century, the area has added an estimated 
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130 million people to its towns and cities, a number equivalent to the 
entire population of Japan. In the process, its urban share of the popula-
tion has grown from 27.3 per cent in 2000 to 30.9 per cent in 2011, 
implying a pace of urbanization that has been on a par with that in sub-
Saharan Africa. However, although South Asia’s relatively rapid pace of 
urbanization over the last decade and a half is well-known, less under-
standing exists of patterns of physical urban expansion and economic 
growth across the region’s cities. This chapter, therefore, makes use of data 
on night-time lights for the period 1999–2010 which has been remotely 
collected by satellites orbiting the earth to provide new insights into these 
patterns. The chapter furthermore explores the empirical links between 
urbanization and rates of extreme poverty across subnational regions 
within South Asia.

Marc Lavoie in Chap. 12, entitled ‘Production Functions, the Kaldor- 
Verdoorn Law and Methodology’, focuses on John McCombie contribu-
tions and argues that he has been an unrelenting critic of the neoclassical 
production function for over 30 years. With his co-author Jesus Felipe, 
along with Anwar Shaikh, he has provided a number of proofs demon-
strating that the apparent empirical successes of neoclassical production 
functions could be attributed to the fact that these production functions 
were reproducing the identities of the national accounts. Kaldor’s techni-
cal progress function and the Kaldor-Verdoorn equation, however, do 
share some similarities with these identities, and thus one may wonder if 
they are subjected to the same critique. It is shown that the Kaldor- 
Verdoorn equation is impervious to the critique. Some of the method-
ological considerations are advanced by John McCombie, notably those 
concerning the instrumentalist approach of mainstream economics and 
its DSGE model. The chapter concludes with a pledge in favour of meta- 
regression analysis, recalling that a recent such analysis has shown that 
the Kaldor-Verdoorn effect is genuine.

Finally, Mark Setterfield and Selen Ozcelik in Chap. 13, entitled ‘Is the 
Balance-of-Payments-Constrained Growth Rate Time-Varying? Exchange 
Rate Overvaluation, Deindustrialization, and Long-Run Growth’, exam-
ine the long-held view among macroeconomists in the UK and USA that 
sustained currency over valuation, often the result of financial-sector 
dominance, weakens domestic macroeconomic performance and results 
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in premature deindustrialization. Similar concerns have been expressed 
about persistent, policy-induced recessions. According to balance-of 
payments- constrained growth (BPCG) theory, meanwhile, the BPCG 
rate in a multi-sector economy varies directly with the share of manufac-
turing in total output. This chapter develops a simple model that com-
bines these observations to show how a temporary but persistent shock to 
the nominal exchange rate and/or domestic demand can both affect the 
actual rate of growth in the short run (by moving it away from the long- 
run equilibrium BPCG rate) and alter the BPCG rate itself (by lowering 
the income elasticity of demand for exports as a result of induced prema-
ture deindustrialization). The result is a time-varying balance-of pay-
ments constrained growth (TV-BPCG) rate. Because actual growth and 
the TV-BPCG rate vary directly, the latter is also characterized as quasi 
path dependent.

Notes

1. The numbers reported in the text refer to the ones in ‘selected bibliogra-
phy’ as below.

2. Simon, H.A. (1979), ‘Rational Decision-making in Business 
Organizations’, American Economic Review, 69, pp. 493–513.
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2
John McCombie’s Contribution 

to the Applied Economics of Growth 
in a Closed and Open Economy

A. P. Thirlwall

1  Introduction1

It is a great pleasure to write this essay in honour of John McCombie who 
retired in 2017 from his Chair in the Department of Land Economy in 
Cambridge University, which he first joined in 1990 when Gordon 
Cameron was the Director. I have known John since 1980, first by cor-
respondence and then in person. Over the years, we have conducted a lot 
of research and writing together, with John invariably being the major 
author. Our first contact was when John questioned my 1979 paper ‘The 
Balance of Payments Constraint as an Explanation of International 
Growth Rate Differences’ (Thirlwall 1979). He tried to argue that the 
simple rule, y  = x/π, where y is the growth of output (GDP), x is the 
growth of real exports and π is the income elasticity of demand for 
imports, is a tautology because if the income elasticity of demand for 
imports is defined as π  = m/y, where m is the growth of imports, the 
simple rule amounts to saying x = m. What he had failed to realise was 
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that the π I used was estimated econometrically, controlling for changes 
in the relative prices of foreign and domestic goods, so what the rule 
really says is that it is not relative price changes that equilibrate the bal-
ance of payments of countries, working through the price elasticity of 
imports (and exports), but output growth. John generously conceded the 
point (McCombie 1980b), and so began a long and fruitful friendship 
and collaboration that culminated in our book Economic Growth and the 
Balance of Payments Constraint (McCombie and Thirlwall 1994). Later 
we collected together a series of empirical studies on balance of payments- 
constrained growth entitled Essays on Balance of Payments Constrained 
Growth (McCombie and Thirlwall 2004).

Over the years, John and I have met in several places. He spent a 
sabbatical term with me at the University of Kent in 1984, and we 
overlapped at the University of Melbourne when John was a lecturer 
there between 1985 and 1988, and I was a visitor in 1988. We have 
also participated in several memorable conferences together in differ-
ent parts of the world including the Post Keynesian conferences in 
Knoxville, Tennessee, organised by Paul Davidson; a fiftieth anniver-
sary conference celebrating Verdoorn’s 1949 paper ‘Fattori che 
Regolano lo Sviluppo della Produttivita del Lavoro’ (Verdoorn 1949) 
held at the University of Genoa in 1999; Keynesian conferences in 
Pula, Croatia, organised by Soumitra Sharma; and a conference in 
2011 on balance of payments- constrained growth held in Coimbra, 
Portugal, organised by Elias Soukiazis and Pedro Cerqueira, out of 
which was published a book Models of Balance of Payments Constrained 
Growth: History, Theory and Empirical Evidence (Soukiazis and 
Cerqueira 2012).

I also have an anecdote to tell. I was the first person to take John to the 
continent of Europe when he was already in his 40s. When I asked him 
why he had not visited before, he replied ‘because they don’t speak 
English’! John is quintessentially English, brought up as an only child, 
educated at Dulwich College and Cambridge University where he read 
geography and had a grandfather who was Postmaster General, and 
reserved in character—but very clever and a little iconoclastic. ‘Irony’ and 
‘putative’ are two of his favourite words.
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John’s PhD at Cambridge, supervised by Robert Rowthorn, and exam-
ined by Roger Tarling and Keiran Kennedy in 1982, was entitled ‘Post- 
War Output and Productivity Growth in the Advanced Countries’, and 
this was the starting point for his interest in Kaldor’s growth laws, and 
particularly Verdoorn’s Law relating the rate of growth of labour produc-
tivity in manufacturing to the growth of output in manufacturing via 
static and dynamic increasing returns. He continued to mix his interest 
in Kaldor’s growth laws and balance of payments-constrained growth 
models well into the new millennium. Then his research interest started 
to focus on a critique of the neoclassical production function and its 
application for understanding the sources of growth, which culminated 
in his book with Jesus Felipe, The Aggregate Production Function and the 
Measurement of Technical Change: ‘Not Even Wrong’ (Felipe and McCombie 
2013).

This essay will be organised under three main heads. The first will be 
on Kaldor’s growth laws, and Verdoorn’s Law, and John’s contribution to 
our understanding of them. The second will be balance of payments- 
constrained growth, and John’s innovative contributions to the literature. 
Kaldor’s growth laws refer to a closed economy, while balance of 
payments- constrained growth models deal with an open economy. Kaldor 
also gave great importance to the role of exports in economic growth 
(Kaldor 1970), which is missing from his writing on manufacturing 
industry as the engine of growth. I shall end the essay, therefore, by mar-
rying together Kaldor’s first law of growth that manufacturing is the 
engine of growth in the closed economy with his export-led growth 
model for the open economy, and show that the former can be regarded 
as a reduced form of the latter. I shall give some empirical results which 
show this across a sample of 89 developing countries.

2  Kaldor’s Growth Laws

In his Cambridge Inaugural Lecture in 1966 (Kaldor 1966) and in his 
Frank Pierce Memorial Lectures at Cornell University in the same year 
(Kaldor 1967), Kaldor enunciated a series of growth laws, and subsidiary 
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propositions, which he believed explained differences in the growth per-
formance of countries at different stages of development. John spent 
much of the early part of his career in the 1980s critically examining and 
testing Kaldor’s growth laws. The basic thrust of the Kaldorian vision 
consists of the following propositions: (i) manufacturing industry is the 
engine of growth—sometimes referred to as Kaldor’s first law. The faster 
the rate of growth of the manufacturing sector, the faster will be the rate 
of growth of GDP, not simply in a definitional sense in that manufactur-
ing is a component of GDP, but for fundamental economic reasons con-
nected with induced productivity growth inside and outside the 
manufacturing sector. This is essentially a structural explanation of why 
growth rates differ between countries, as opposed to the one-good model 
of orthodox neoclassical growth theory in which structure (and demand) 
plays no part; (ii) productivity growth in the manufacturing sector is 
induced by the growth of manufacturing output because of static and 
dynamic returns to scale, otherwise known as Verdoorn’s Law—or 
Kaldor’s second law. Static returns relate to economies of scale, while 
dynamic returns relate to induced capital accumulation and embodied 
technical progress, plus learning by doing. There is also the phenomenon 
to consider of macro-economies of scale in the Allyn Young (1928) sense 
arising from the interaction between manufacturing industries in the 
presence of micro-economies of scale within industries and a price elas-
ticity of demand for products greater than unity which sets up a cumula-
tive interactive process leading to fast output and productivity growth.  
We will consider later John’s attempt to understand what lies behind 
Verdoorn’s Law; (iii) productivity growth outside manufacturing is 
induced by manufacturing output growth because the faster manufactur-
ing grows, the faster the rate of transference of labour from other sectors 
of the economy where there are diminishing returns or no relationship 
exists between employment growth and output growth—sometimes 
called Kaldor’s third law. A reduction in the amount of labour in these 
sectors will raise the average product of labour and therefore will raise 
productivity growth in those sectors. As the scope for absorbing labour 
from diminishing returns activities dries up, or as output comes to depend 
on employment in all sectors of the economy, the degree of overall pro-
ductivity growth induced by manufacturing output growth is likely to 
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diminish, with the overall growth of GDP correspondingly reduced. It is 
in this sense that Kaldor believed that countries at a high level of develop-
ment, with little or no surplus labour in agriculture or other non- 
manufacturing activities, suffer from a shortage of labour and will 
experience deceleration of growth, not in the sense that the manufactur-
ing industry is constrained by a shortage of labour which he suggested in 
his Inaugural Lecture as the UK’s problem which he soon retracted 
(Kaldor 1968). This is an important point because it makes a difference 
to the choice of independent variables to use in testing the Verdoorn 
relationship between productivity growth in industry and output growth, 
whether output growth should be the independent variable or employ-
ment growth as argued by Cripps and Tarling (1973) and Rowthorn 
(1975) (see later); (iv) the growth of manufacturing output is not con-
strained by labour supply but is fundamentally determined by demand 
from agriculture in the early stages of development and export growth in 
the later stages. These are the two fundamental sources of autonomous 
demand to offset leakages from the industrial sector in the form of pay-
ments for food from agriculture and imported inputs from other coun-
tries; (v) a fast rate of growth of exports and output will set up a virtuous 
circle of growth through the link between output growth and productiv-
ity growth. Fast export growth leads to fast output growth; fast output 
growth leads to fast productivity growth; fast productivity growth makes 
exports more competitive; and greater competitiveness leads to fast export 
growth. The virtuous circle is complete. The export-led growth model 
originally came from Kaldor’s address to the Scottish Economics Society 
on ‘The Case for Regional Policies’ (Kaldor 1970) and was formalised by 
Dixon and Thirlwall (1975) (see also Thirlwall 2014). 

Kaldor (1966, 1967) tested the first three propositions for a cross- 
section of 12 advanced economies over the period 1954–1964 and found 
the ‘laws’ were supported. A strong relation existed between manufactur-
ing output growth and GDP growth, but not between the growth of 
other sectors and GDP growth, and there is a strong inverse relation 
between the growth of employment outside manufacturing and overall 
productivity growth.

John’s first paper in this field (McCombie 1980a) attempts to quantify 
the extent to which the reallocation of labour between sectors of an econ-
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omy explains overall labour productivity growth. Twelve advanced coun-
tries are taken over the two periods 1950–1965 and 1965–1973, with the 
overall level of productivity disaggregated between industry, agriculture 
and the rest of the economy, and using different assumptions about 
increasing returns and surplus labour. It transpires that sectoral differ-
ences in the levels of productivity by themselves explain only a small pro-
portion of the growth of overall productivity, but once the transfer of 
labour is combined with increasing returns in industry, over 30 per cent 
of total productivity growth can be explained in at least five of the 12 
countries. John reveals here for the first time (at least in print) his 
Keynesian credentials because he concludes the article by saying that 
Kaldor is correct in his emphasis on the importance of the transfer of 
labour from agriculture but ‘this is by no means an indispensable element 
in his explanation of why growth rates differ’. Since productivity growth 
is the difference between output growth and employment growth ‘the key 
to the understanding of differences in productivity growth lies in explain-
ing large differences between countries in the growth of demand for output 
(emphasis added). This stands in marked contrast to the neoclassical 
approach with its emphasis on the supply side’.

Kaldor regarded his third law of the relationship between industrial 
output growth and productivity growth outside of manufacturing as 
important for two basic reasons because first of all it provides an explana-
tion of differences in the growth of total productivity in an economy and 
second, by confirming the existence of surplus labour outside industry, it 
justifies using output not employment as the independent variable (or 
regressor) in the testing of Verdoorn’s Law (see later). The normal test of 
Kaldor’s third law is to run a regression across countries of the form:

 
P a b g c eT I NI= ( ) ( )+ –

 
(2.1)

where PT is the growth of total productivity, gI is the growth of industry 
output and eNI is the growth of employment outside of industry. The 
coefficient on eNI is supposed to provide an estimate of the negative effect 
of non-industrial growth on total productivity growth, but John argues 
(McCombie 1981) that because PT is definitionally related to gI and eNI, 
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the estimated coefficients simply reflect the share of industrial output in 
total output and the share of non-industrial employment in total employ-
ment and therefore cannot be given any behavioural interpretation. To 
see this, total productivity growth can be disaggregated as follows:

 
P a g b e a g b eT I I NI NI= [ ] [ ]+ −( )[ ] −( )[ ]– –1 1

 
(2.2)

where a is the share of industry output in total output and b is the share 
of industry employment in total employment. Comparing Eqs. (2.1) and 
(2.2), it can be seen that the coefficient on gI in Eq. (2.1) is picking up the 
share of industry output in total output and the coefficient on eNI is pick-
ing up the share of non-industrial employment in total employment. By 
excluding gNI and eI, the estimates will be biased. Studies that have esti-
mated Eq. (2.1), such as Hansen and Zhang (1996) across 28 provinces 
of China, and Wells and Thirlwall (2003) across 45 countries of Africa, 
need to be treated, therefore, with some caution unless it can be shown 
that the omitted variables are orthogonal to the regressors.

John’s first attempt to test Kaldor’s first law (McCombie and de Ridder 
1983) takes state data for the USA where it is hard to argue that state 
growth is supply determined because capital and labour are freely mobile 
across states. Forty-nine states are taken and a subset of 20 largest states. 
State GDP growth is taken as the regressand and also non-manufacturing 
output growth to avoid any spurious correlation between manufacturing 
output growth and total output growth. The results are very similar to the 
cross-country results originally found by Kaldor. When GDP growth is 
regressed on manufacturing growth for the 49 and 20 states, the coeffi-
cients are 0.632 and 0.622, respectively. When non-manufacturing growth 
is regressed on manufacturing growth, the coefficients are 0.444 and 0.466, 
respectively. Manufacturing industry as the engine of growth is supported.

2.1  Verdoorn’s Law

Verdoorn’s Law, or Kaldor’s second law, derives from P.J. Verdoorn’s paper 
‘Fattori che Regalano lo Sviluppo della Produttivita del Lavoro’ published 
in Italian in 1949 in the obscure Italian journal L’Industria, where 
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Verdoorn examines the relationship between labour productivity growth 
in industry and manufacturing output growth across a variety of coun-
tries and industries, and finds a regression coefficient of approximately 
0.5. Verdoorn was one of Kaldor’s staff in the Research and Planning 
Division of the Economic Commission for Europe in Geneva where 
Kaldor was Director between 1947 and 1949. Kaldor never used or 
quoted Verdoorn’s work until his 1966 Inaugural Lecture, but somehow 
it resurfaced in Kaldor’s mind when it became convenient to do so in 
explaining the UK’s poor economic growth record compared to other 
European countries.2 Kaldor gives two specifications for testing the 
Verdoorn relation. One is:

 
p a b gm m= + ( )

 
(2.3)

where pm is manufacturing productivity growth and gm is manufacturing 
output growth. The second is:

 
e a b gm m= − + −( )1

 
(2.4)

where em is employment growth in manufacturing. The two equations are 
two ways of looking at the same relationship because gm = pm + em. Kaldor 
estimated both ways, deriving a Verdoorn coefficient (b) of 0.484 and an 
R2 greater than 0.8.

In fact, from Eqs. (2.3) and (2.4), there are two other ways of specify-
ing the Verdoorn relation. One is:

 
g

a

b b
em m=

−
+

−1

1

1  
(2.5)

The other is:

 
p

a

b

b

b
em m=

−
+

−1 1  
(2.6)
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Only if the equations are exact will the estimates be the same. From an 
economic and econometric point of view, the specification is not a matter 
of indifference. Cripps and Tarling (1973) estimate the Verdoorn rela-
tionship with employment growth as the independent variable because 
Kaldor had argued in 1966 that in the UK at least employment was the 
constraint on manufacturing output growth, even though Kaldor (1968) 
had retracted his view about the UK economy in reply to some niggling 
points of criticism made by Wolfe (1968). Cripps and Tarling show that 
their version of the Verdoorn Law held from 1951 to 1965, but seemed 
to break down in the period 1965–1970. Rowthorn (1975), with no 
reference to Kaldor’s reply to Wolfe, also continued to interpret Kaldor 
as believing that manufacturing output growth is endogenous and 
employment growth is exogenous and used the same formulation as 
Cripps and Tarling. Rowthorn claimed to show that Kaldor’s results, as 
well as those of Cripps and Tarling, are heavily dependent on the inclu-
sion of Japan in the sample which, because of its deviant position on the 
scatter diagram, must be regarded as a special case. Rowthorn criticises 
Kaldor for estimating a Verdoorn coefficient ‘indirectly’ (using Eq. 2.4) 
rather than what he considers ‘directly’ (using Eq. 2.6). He argues that 
had Kaldor done so, his estimate of the Verdoorn coefficient would have 
been much lower than 0.48. But if output growth is exogenous and 
employment growth is endogenous, the Cripps-Tarling-Rowthorn speci-
fication of the Verdoorn relation is incorrect for well-known econometric 
reasons. Moreover, Kaldor’s original results using the correct specification 
of the Verdoorn relation do not depend on the existence of Japan in the 
sample. The R2 between pm and gm excluding Japan is 0.536 and between 
em and gm is 0.685.

2.2  Measuring Increasing Returns

A Verdoorn coefficient less than unity (b < 1) implies increasing returns, 
but to measure the degree of increasing returns, the role of capital accu-
mulation in the determination of productivity growth needs to be recog-
nised. The Verdoorn relation, including the contribution of capital, is:
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p a b g km m= + ( ) + ( )ϕ

 
(2.7)

where k is the rate of growth of capital. Kaldor was aware of this issue, 
and in Kaldor (1978b), he introduces the gross investment/output ratio 
in the Verdoorn equation, but the equation was never tested omitting 
Japan. When John does this (McCombie 1983), substantial economies of 
scale are found. If the underlying relationship is a Cobb-Douglas produc-
tion function, then:

 
g a l k= + ( ) + ( )1 α β

 
(2.8)

where l is the growth of the labour force. Now p = g − l, so:

 
p g l a l k l= = + ( ) + ( )– –1 α β

 
(2.9)

Therefore:

 
p a l k= + ( ) + ( )1 1α β–

 
(2.10)

but l = g − p. Therefore:

 
p a g p k= + −( )( ) + ( )1 1α β–

 
(2.11)

Therefore:

 
p a g k1 1 11+( ) = + ( ) + ( )α α β– –

 
(2.12)

Therefore:
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and the Verdoorn coefficient is: (α − 1)/α. Now let us suppose that the 
capital-output ratio is constant, so g = k. Therefore, from Eq. (2.13):
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If the Verdoorn coefficient is 0.5, then (α + β−1)/α =0.5. If α = β, then 
(2α − 1)/α = 0.5. Therefore, α = β = 0.66, and the returns to scale are 
1.32.

Kaldor is clear that the Verdoorn Law is a dynamic relationship reflect-
ing static and dynamic returns to scale. To quote him directly ‘it is a 
dynamic rather than a static relationship—between the rates of change of 
productivity and of output rather than between the level of productivity 
and the scale of output—primarily because technical progress enters into 
it, and is not just a reflection of economies of large scale production’ 
(Kaldor 1966 p. 10). But John argues in several papers (e.g. McCombie 
1981, 1982, 1984) that the Verdoorn Law may also be derived from:

 
E A Qt t

b= ( )expat
 

(2.15)

where E and Q are the levels of employment and output. Interestingly, 
Verdoorn (1949) himself derived the law from a static Cobb-Douglas 
production function, but that does not necessarily imply that integration 
of the growth equation will lead to the level equation. This will depend 
on the assumption made about the constant of integration. But this leads 
to what John has called the static/dynamic paradox because invariably 
when the law is tested using levels of productivity and output, the coeffi-
cient does not differ significantly from unity (constant returns), while 
when the law is tested using growth rates, increasing returns are found.3

To give some examples of John’s findings in this field: McCombie 
(1982) takes a sample of OECD countries over the time period 
1950–1973 and finds that taking levels of productivity and output, it is 
not possible to reject the hypothesis of constant returns. McCombie and 
de Ridder (1983) use US state data from 1963 to 1973 and estimate a 
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significant Verdoorn coefficient using growth rates of productivity and 
output, giving returns to scale of 1.45. But using level data, there is no 
evidence of increasing returns. McCombie (1986) looks at the manufac-
turing sector of nine OECD countries over the period 1955–1979, 
including capital accumulation in the dynamic Verdoorn equation, and 
estimates a Verdoorn coefficient of 0.35 (increasing returns). McCombie 
and Fingleton (1998) use 178 regions across 13 EU countries over the 
period 1978–1989 and estimate a Verdoorn coefficient of 0.575 (allow-
ing for country dummies). When the static law is estimated, the Verdoorn 
coefficient falls to 0.057. A novel feature of this study is that they allow 
for the fact that some of the productivity growth may be due to catch-up. 
The log of the initial level of productivity in the base year is therefore 
included in the equation and turns out to be highly significant. The 
Verdoorn coefficient falls to 0.275. Angeriz, McCombie and Roberts 
(2008) take 54 regions of the EU over the period 1986–2002 using a 
variety of spatial econometric techniques, testing both the static and 
dynamic versions of Verdoorn’s Law. The static version gives constant 
returns, while the dynamic version gives a Verdoorn coefficient of between 
0.50 and 0.67, depending on the method of estimation. Finally, 
McCombie, Angeriz and Roberts (2009) estimate Verdoorn’s Law in a 
spatial econometric framework for six individual manufacturing indus-
tries using EU regional data over the period 1991–2002. In this study 
total factor productivity growth is taken as the dependent variable, and as 
in the other studies above, the static/dynamic Verdoorn Law paradox is 
apparent.

It is not entirely clear what lies behind the paradox. Simultaneous 
equation bias in the dynamic specification is sometimes mentioned, but 
it is not clear which way the bias goes (McCombie 1982). There may be 
some bias in the dynamic estimation due to omitted variables, such as 
capital, but this is not a problem if capital is included, or if the capital- 
output ratio is constant. Errors in variables (McCombie 1981, 1982) 
may be another explanation, but it is not clear why measurement errors 
should be more or less between data in levels and data in growth rates. 
Spatial aggregation bias is a possibility when regional data are used. 
McCombie and Roberts (2007) attempt to show this using a simulation 
exercise showing that spatial aggregation bias biases the estimates of 
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returns to scale downwards using the static specification in log levels.4 
McCombie, Angeriz and Roberts (2009) are more categoric when they 
say that ‘spatial aggregation bias resolves the issue’. But equally they argue 
that ‘the dynamic formulation is the correct specification’. The argument 
goes back to John’s earlier and original conclusion (McCombie 1982) 
when he says: ‘the argument suggests that the dynamic Verdoorn coeffi-
cient may provide the unbiased estimate and the result of constant returns 
to scale provided by the static law may be due to the misspecification of 
the function. An implication is that the conventional static production 
function may understate the degree of returns to scale by their abstrac-
tion from the dynamic components that Kaldor argues are so important’. 
In other words, the paradox lies in the second-order identification prob-
lem that differentiating the level equation yields the growth equation, but 
integrating the growth equation will not necessarily yield the level equa-
tion because this depends on the constant of integration (as argued 
earlier).

In fact, John had come to the view much earlier (McCombie 1986) 
that Kaldor’s interpretation of Verdoorn’s Law as reflecting various types 
of dynamic increasing returns is the most satisfactory and accords very 
closely with Kaldor’s linear technical progress function (Kaldor 1961) 
where the rate of growth of output per man is a function of the rate of 
growth of capital per man and the rate of productivity growth depends 
on autonomous productivity growth on the one hand and the extent to 
which technical progress is embodied in capital accumulation on the 
other. Dixon and I (Dixon and Thirlwall 1975) first showed how the 
Verdoorn coefficient can be derived from Kaldor’s technical progress 
function:

 
Let p d km = + ( )π

 
(2.16)

where pm is the growth of output per man, and k is the growth of capital 
per man.

 
Now let : d gm= + ( )α β1 1  

(2.17)
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where a1 is ‘pure’ disembodied technical progress and β1 reflects learning 
by doing.

 
Now let : k gm= + ( )α β2 2  

(2.18)

where β2 reflects induced capital accumulation (the accelerator 
principle).

Substituting (2.17) and (2.18) into (2.16) gives:

 
p gm m= +( ) + +( )α πα β πβ1 2 1 2  

(2.19)

So, the Verdoorn coefficient depends on learning by doing (β1); induced 
capital accumulation (β2); and the extent to which technical progress is 
embodied in capital (π). If this interpretation is accepted, it means that 
the conventional Cobb-Douglas production function is not the correct 
underlying structure of the Verdoorn Law, and this may be another rea-
son why the estimates of the returns to scale from the static law are biased 
downwards.

3  Balance of Payments-Constrained 
Growth

John has made major contributions to the development of the balance of 
payments-constrained growth model that I first outlined in Thirlwall 
(1979). He has shown that the simple result I derived, that a country’s 
long-run growth rate can be approximated by the ratio of the growth of 
exports (x) to the income elasticity of demand for imports (π), is a reduced 
form of the Hicks’ super multiplier (McCombie 1985b). He defends very 
well the attack on the model by McGregor and Swales (1985, 1986, 1991) 
and Palley (2002) and discusses extensively the role of non-price competi-
tion in the model reflected in the income elasticities of demand for exports 
and import (McCombie 1989, 1992). He also devised a simple paramet-
ric test of the model for individual countries. He showed with myself 
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(McCombie and Thirlwall 1997a) that if there is a limit to the current 
account deficit given by the debt to GDP ratio, capital inflows make little 
difference to the predicted growth rate from the simple model (y = x/π). 
On top of this, he has conducted several case studies of the model by him-
self and with colleagues (McCombie 1997; McCombie and Britto 2009; 
McCombie et al. 2010; McCombie and Tharnpanich 2013).

3.1  John’s Initial Attack on the Model

John was initially hostile to the model (McCombie 1980b). He accused 
me of circular reasoning. He argued that if we follow Thirlwall and use an 
estimate of the income elasticity of demand for imports (π) by regressing 
import growth (m) on income growth (y), it is not surprising that the 
balance of payments equilibrium growth rate (yB) closely approximates to 
the actual growth rate (y) because the analysis borders on circular reason-
ing.5 There is a problem in determining the direction of causality; whether 
growth is demand constrained or supply constrained. My response 
(Thirlwall 1981) was to say in the context of the UK that if growth was 
constrained before the balance of payments constraint became important, 
why didn’t the UK experience growing balance of payments surpluses like 
Japan? I continued ‘while the simple model itself may not be able to dis-
criminate easily between the demand and supply-led growth hypotheses, 
I think the results of applying the model, combined with judgment, can’.

John wrote to me on 7 November 1980 saying that his balance of pay-
ments paper was ‘written to a certain extent in the spirit of Devil’s 
Advocate’. He went on: ‘while from the point of view of the demand – 
oriented explanation of growth, I would have been worried if the law did 
not hold, and it is a remarkable empirical generalisation, I am not so 
convinced that the law necessarily confirms the hypothesis of export-led 
growth’. I replied to him on 13 November 1980 that ‘I am still a little 
puzzled why you cannot bring yourself to believe that if the rate of growth 
of exports were higher, the rate of growth of output could also be higher 
and that the rate of growth of output is not constrained by a shortage of 
factor supplies’. John didn’t agree with this. He wrote (19 November) ‘the 
reason why the UK ran a deficit is that the government pursued policies 
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trying to increase the growth rate above that permitted by the growth of 
factor supplies. This, in turn, induced a greater growth of imports and 
hence a deficit’. Clearly, at that time, John did not believe in the endoge-
neity of factor supplies! But then, finally, in the same letter, he seems to 
concede: ‘certainly, at the moment, I find the demand-oriented approach 
more plausible than the supply-constrained assumption, and the model, 
together with your formulation of the Verdoorn growth model (Thirlwall 
1980), is very attractive’. So began a long and fruitful collaboration which 
still continues, but culminated in our book Economic Growth and the 
Balance of Payments Constraint published in 1994.

3.2  Balance of Payments-Constrained Growth 
and the Hicks’ Super Multiplier

The simple rule yB = x/π turns out to be the dynamic version of the static 
Harrod foreign trade multiplier of Y = X/m, where Y is the level of income, 
X is the level of exports and m is the marginal propensity to import 
(Harrod 1933; Thirlwall 1982). The two ‘multipliers’ are derived on the 
same assumptions of no change in the real terms of trade and the exis-
tence (necessity) of long-run balance of payments equilibrium.

John (McCombie 1985b) showed that the dynamic Harrod trade mul-
tiplier, yB = x/π, can be thought of as reflecting a reduced form of the 
Hicks’ super multiplier where all components of demand adapt to the 
exogenous rate of growth of exports which provides the foreign exchange 
to pay for the import content of consumption, investment, government 
expenditure and exports themselves. John shows that the rule yB = x/π can 
be decomposed into two parts according to the formula:

 
y

k
w x w a

x
B x a B= +( ) =1

π  
(2.20)

where k is the Keynesian multiplier for an open economy; wx is the share 
of exports in GDP; aB is the growth of other components of autonomous 
expenditure necessary, for a given growth of export, to maintain the 
growth of income at the balance of payments equilibrium rate; and wa is 
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the share of autonomous expenditure (excluding exports) in total income. 
The balance of payments equilibrium growth rate is thus determined 
jointly by the growth of exports, via the multiplier (wx/k), and the growth 
of ‘induced’ autonomous expenditure working through the associated 
domestic multiplier, wa/k. This is identical to the effect of the growth of 
exports working through the super multiplier, 1/π. The importance of 
this result is that it shows clearly that not only does export growth have a 
direct effect on output growth but also an indirect effect by allowing 
other components of demand to grow faster because export growth pays 
for the import content of consumption, investment and so on. Exports 
are a unique component of demand in this respect. Kaldor (1975) was 
responsible for reviving the doctrine of the Harrod trade multiplier and 
already in 1970 had presented an export-led growth model applicable to 
regions and countries alike with cumulative features, but lacking a bal-
ance of payments constraint (see Thirlwall 2014).

3.3  Defence of the Model Against McGregor 
and Swales and Palley

In a series of papers, McGregor and Swales (1985, 1986,1991) attack the 
balance of payments-constrained growth model as ‘incoherent’ and lack-
ing empirical support. They make three basic criticisms of the model. 
Firstly, that if relative prices remain constant because of the ‘law of one 
price’, the model is not distinguishable from a neoclassical model in 
which a country can sell any amount of its goods at a given price, so that 
exports and output growth are supply constrained not demand con-
strained. Secondly, the model doesn’t capture satisfactorily non-price 
competition. Thirdly, there is no relation empirically across countries 
between actual growth (y) and the estimates of the balance of payments 
equilibrium growth rate (yB).

John (McCombie 1989, 1992) had no difficulty in refuting each of 
these criticisms. It is true that if the ‘law of one price’ holds, there can be 
no balance of payments constraint because exports would adjust to 
imports with no need for domestic income adjustment. If true, however, 
it would mean that the price elasticity of demand for exports is infinitely 
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elastic and that the income elasticity of demand for exports would be 
insignificant—neither of which are the case empirically. The world 
income variable is always highly significant in export growth equations 
which is not consistent with the small open economy assumption of the 
‘law of one price’. And it needs to be borne in mind, of course, that the 
‘law of one price’ is not the only explanation of why relative prices mea-
sured in a common currency, or the real exchange rate, may be ‘sticky’. 
More likely explanations are relative price changes mirroring nominal 
exchange rate changes, and oligopolistic market structures at least in the 
production of industrial goods.

On the question of non-price competition, McGregor and Swales are 
simply wrong. Non-price competition is captured by the income elastici-
ties of demand for exports and imports. McGregor and Swales refute this 
because they argue that income elasticities will determine the growth of 
exports and imports but not changes in the share of markets which the 
country’s exports (and imports) take. John points out that there is plenty 
of empirical evidence for non-price competition, particularly for changes 
in export shares which cannot be explained by relative price move-
ments—the so-called Kaldor Paradox (Kaldor 1978a).

Not much is known about the determinants of the income elasticities 
of demand for exports and imports (reflecting non-price competitive-
ness). Some recent work explores the connection between aggregate 
income elasticities and the sectoral composition of trade. Gouvea and 
Lima (2010) and Romero et al. (2011) have estimated export and import 
demand functions for different technological sectors and find that 
 high- tech sectors have higher income elasticities. Gouvea and Lima 
(2013) find that capital goods have higher income elasticities than con-
sumption and intermediate goods. McCombie and Romero (2016a) take 
five technological sectors in 14 developed countries and find higher 
income elasticities for medium- and high-tech manufactures. McCombie 
and Tharnpanich (2013) find in Thailand that manufactures have a 
higher income elasticity of demand than primary commodities.

McCombie and Romero (2016b) modify export and import demand 
functions by introducing the direct effect of productivity growth on 
export and import growth via improvements in non-price competitive-
ness, and Ribeiro, McCombie and Lima (2016) endogenise the income 
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elasticities of demand for exports and imports via changes in the techno-
logical gap and income distribution. For example, if a poor country can 
narrow its technological gap with a rich country, it will raise the ratio of 
its income elasticity of demand for exports to imports. More unequal 
countries will tend to import more luxury goods and export necessities, 
reducing the ratio. This is a research field still ripe for enquiry.

As far as the predictive power of the model is concerned, McGregor 
and Swales purport to show that yB is not a good predictor of y across 
countries. They test by using the linear regression y = a + b(yB) with the 
null hypothesis that a ≠ 0 and b ≠ 1. Using Thirlwall’s (1979) sample of 
countries, they do not reject the null hypothesis. John criticises the test 
on two grounds. Firstly, the estimates of yB depend on the estimated coef-
ficient π which has a standard error. Inverse least squares should therefore 
be used. Secondly, the cross-section test has outliers which misleadingly 
rejects the rule that yB can predict y for individual countries. John shows 
(McCombie 1992) that if Japan and the USA are excluded from the sam-
ple, McGregor and Swales are wrong.

John develops a much more suitable parametric test for individual 
countries—now called the McCombie test. First calculate the income 
elasticity of demand for imports π* that equates the ratio of the rate of 
growth of exports to the actual growth of output y, that is, π* = x/y, and 
then compare π* with the statistical estimate of π (π^) from an import 
growth equation including as a regressor the rate of change of relative 
prices. If there is no significant difference between π* and π^, then yB will 
be a good predictor of y.

Palley (2002) also attacks the balance of payments-constrained growth 
model on the grounds that there is no mechanism in the model for rec-
onciling the growth of supply and demand. He argues that if yB is less 
than potential output growth (yN), the income elasticity of demand for 
imports will fall to equate yB and yN, so, in effect, no country is balance of 
payments constrained in the long run: ‘the steady state growth rate [is] 
uniquely determined by supply-side factors’ (Palley 2002, p. 15). There 
are a number of problems with this argument as John points out 
(McCombie 2011). Palley claims that yB < yN is not observed in practice 
so there must be some adjustment mechanism, but the adjustment could 
equally be on the supply side, as Setterfield (2006) has argued. Weak 
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demand growth through a balance of payments constraint can affect 
adversely both determinants of the rate of growth of productive poten-
tial, that is, the rate of growth of the labour force and the growth of 
labour productivity (by reducing the Verdoorn coefficient). Moreover, if 
yB < yN and governments expand demand to get to yN, the income elastic-
ity of demand for imports could rise rather than fall which would worsen 
the situation. Lanzafame (2014) has shown for a panel of 22 OECD 
countries over the period 1960–2010 that the direction of causation runs 
from the balance of payments-constrained growth rate (yB) to the actual 
growth rate (y) to the potential growth rate (yN). As Setterfield says ‘the 
demand-side thus rules the roost in what can be identified as a model of 
fully demand-determined growth’ (p. 55).

3.4  Capital Flows

Thirlwall and Hussain (1982) were the first to include capital flows into 
the balance of payments-constrained growth model, which potentially 
relaxes a balance of payments constraint on growth, but no limit was 
imposed on the current account or debt to GDP ratio that capital inflows 
might be associated with.

In 1996, John and I were asked separately by Philip Arestis whether we 
would write an essay in honour of Geoffrey Harcourt. We decided to join 
forces and to address the question, which hadn’t been asked before, of 
what difference do capital flows make to the sustainable growth rate, 
assuming there is a limit to the current account or debt to GDP ratio. It 
was mainly John who worked on the model and came up with the inter-
esting, but not obvious, conclusion that even if the current account defi-
cit as a proportion of GDP is allowed to be as high as 10 per cent, it 
makes a relatively small quantitative difference to the growth rate deter-
mined by the basic dynamic Harrod trade multiplier result of yB = x/π 
(McCombie and Thirlwall 1997a).6 Moreno-Brid (1998, 2003) subse-
quently derived the same result as us in a simpler (more elegant) way. We 
both include interest payments on past debt in the full model, but first, 
for clarity, let us model without interest payments. The fundamental bal-
ance of payments identity is:
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P X FP PMEd d f+ =

 
(2.21)

where X is the volume of exports, Pd is the domestic price of exports, M 
is imports, Pf is the foreign price of imports, E is the exchange rate to 
convert the value of imports in foreign currency into domestic currency, 
F is the current account deficit in real terms and FPd is nominal capital 
inflows (C) in domestic currency to finance the deficit. Taking logs of Eq. 
(2.21) and differentiating with respect to time gives:

 
θ θp x f p m p ed d f+( ) + −( ) +( ) = + +1

 
(2.22)

where θ is the proportion of imports financed by exports and (1 − θ) is 
the proportion of imports financed by capital flows. Now the growth of 
exports can be written as:

 
x p p e z= ( ) + ( )η εd f– –

 
(2.23)

and the growth of imports as:

 
m p p e y= +( ) + ( )ψ πd f–

 
(2.24)

where (pd − pf) is the difference in the rate of change of domestic and 
foreign prices; e is the rate of change of the exchange rate and y and z are 
the growth of domestic and foreign income, respectively; η(<0) and ψ(>0) 
are the price elasticities of exports and imports, respectively; and π and ε 
are the income elasticities of imports and exports. Substituting Eqs. 
(2.23) and (2.24) into (2.22) and setting f = y, so that the ratio of the 
current account deficit to GDP is constant, gives:

 

y
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D
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(2.25)
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If the real terms of trade remain unchanged, the constrained growth rate 
consistent with a fixed deficit/GDP ratio is:

 

y
x

D =
− −( )
θ

π θ1
 

(2.26)

With no deficit, θ = 1, and the simple rule holds—yD = x/π. Now suppose 
that the deficit to GDP ratio is allowed to be as high as 10 per cent of 
GDP, so θ = 0.9, and x = 10 per cent, and π = 2, the simple rule gives a 
balance of payments equilibrium growth rate of 5 per cent, and the mod-
ified model gives a prediction of 4.73 per cent—hardly any difference.

If the current account deficits are financed by debt-creating flows, the 
model needs further modification for interest rate payments. McCombie 
and Thirlwall (1997a) included this and so too have Elliot and Rhodd 
(1999), Ferreira and Canuto (2003), Vera (2006) and Alleyne and Francis 
(2008). Following Moreno-Brid (2003), we can modify Eq. (2.22) by 
taking interest payments out of capital flows to get:

 
θ θ θ θp x p i p f m p ed d d f+( ) +( ) + − −( ) +( ) = + +– 1 11

 
(2.27)

where i is the rate of growth of real net interest payments abroad (the 
negative sign implies the country is a net debtor) and θ1 is the share of 
foreign exchange devoted to interest payments. Again, setting f = y, and 
substituting for x and m, gives:
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(2.28)

And if the real terms of trade are constant:

 

Y
x

I

i
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(2.29)
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If there are no interest payments on debt, Eq. (2.29) reduces to Eq. 
(2.26). But now interest rate payments have the potential to reduce the 
sustainable growth rate depending on the growth of interest payments 
and the share of foreign exchange (θ1) devoted to interest payments. For 
example, if i = 4 per cent per annum and θ1 = 0.2, the sustainable growth 
rate will be 4.09 per cent compared with 5 per cent from the simple 
model.

3.5  Case Studies of Balance of Payments- 
Constrained Growth

John has used his considerable applied econometric skills to test the bal-
ance of payments-constrained growth model for several different coun-
tries. His first study (McCombie 1997) was for the USA, Japan and the 
UK. This was followed by detailed case studies for Brazil (McCombie and 
Britto 2009), Pakistan (McCombie et al. 2010) and Thailand (McCombie 
and Tharnpanich 2013).

Crucial to the estimation of the model is a well-determined estimate of 
the income elasticity of demand for imports. This requires the absence of 
unit roots in the data and making allowances for any structural breaks. In 
the case of the study for the USA, Japan and the UK, both log levels of 
data are used, and first differences of the logs and the import elasticity 
results are roughly similar. The technique of rolling regressions is also 
used covering 15-year sub-periods. For the USA, the model predicts well 
for 1970–1984, but for much of the 1980s, the USA was growing faster 
than its balance of payments equilibrium growth rate—and then reverted. 
So over the long period 1974–1993, the growth of the US economy did 
not differ significantly from its balance of payments equilibrium growth 
rate. For the UK, the model fits very well over the period 1952–1993. For 
Japan, growth was always below its balance of payments equilibrium 
growth rate, as Thirlwall (1979) originally found for the 1950s and 
1960s, with Japan running huge balance of payments surpluses.

In the study of Brazil, the model is tested for the period 1951–2006, 
with the import demand function estimated using Vector Auto Regression 
(VAR). The estimated income elasticity of demand for imports is 1.7, but 
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using the McCombie test, the hypothetical income elasticity to equate 
the actual growth rate with the balance of payments equilibrium growth 
rate is 1.15. The basic model, therefore, turns out not to be a good pre-
dictor of growth performance. But when the extended model with capital 
flows and interest payments on debt is used, the hypothetical import 
elasticity lies between 1.46 and 1.73, so the extended model is a good 
predictor of actual growth performance. McCombie and Britto conclude 
that ‘Brazil’s growth fluctuates around its long term trend determined by 
the extended version of Thirlwall’s Law’.

In the study for Pakistan, the model is estimated over the period 
1980–2007 using co-integration techniques. The estimated income elas-
ticity of demand for imports is 0.91 which is very close to the hypotheti-
cal elasticity of 0.88 which would make the actual growth rate and 
balance of payments-constrained growth rate equal. The maximum 
annual growth rate consistent with balance of payments equilibrium is 5 
per cent compared with Pakistan’s target rate of 7–8 per cent. Pakistan 
has frequent balance of payments crises.

In the study of Thailand, the model is estimated over the period 
1962–2009, and the results show that the economy grew at, or very near 
to, the rate constrained by the balance of payments, but there is a marked 
deceleration of growth post-1999. This seems to have been due to a fall 
in the income elasticity of demand for exports as a result of structural 
changes in the economy and a slowdown of manufacturing output 
growth. This explains the slowdown of growth from over 9 per cent 
per annum up to 1998 to only 4 per cent from 1999 to 2009.

4  Manufacturing Output-Led Growth 
Versus Export-Led Growth

Kaldor’s growth laws give primacy to the growth of the manufacturing 
sector, while the balance of payments-constrained growth model, and 
Kaldor’s (1970) model of export-led growth, gives primacy to the growth 
of exports. It might be said, therefore, that there is an uneasy connection 
between the closed economy model of growth rate differences between 
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countries based on the structure of production, and an open economy 
model in which export growth is the driving force. There is an uneasy 
connection, but it is easy to see that manufacturing as the engine of 
growth is also a reduced form of export-led growth in which GDP growth 
is a function of export growth, but export growth is a function of manu-
facturing output growth. In other words:

 
g a b xgdp = + ( )1 1  

(2.30)

 
x a b g= + ( )2 2 m  

(2.31)

and substituting (2.31) into (2.30) gives:

 
g a b a b b ggdp m= +( ) + ( )1 1 2 1 2  

(2.32)

Kaldor’s first law of growth is a reduced form of two structural equations 
and depends on the elasticity of GDP growth with respect to export 
growth (b1), and the elasticity of export growth with respect to manufac-
turing output growth (b2). A colleague and I have tested these relation-
ships across a sample of 89 developing countries over the period 
1990–2011 (Pacheco-López and Thirlwall 2014). Figure 2.1 shows the 
relationship between GDP growth and manufacturing output growth 
(Kaldor’s first law).

The estimated equation is (t-values in brackets):

 
g g rgdp m= + =

( ) ( )
2 16 0 43 0 50
9 07 9 43

2. . .
. .  

Figure 2.2 shows the relation between manufacturing output growth 
and export growth.

The estimated equation is:

 
x g r= + =

( ) ( )
3 59 0 75 0 30
5 7 6 19

2. . : .
. .

m
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The strong positive relation should occasion no surprise. For any given 
growth of world income, the growth of exports will depend on the struc-
ture of production and the income elasticity of demand for different 
products. Export growth is endogenous in this sense and is likely to be 
related to the growth of manufacturing output since all manufactures are 
potentially tradable. Primary products are also potentially tradable, but 
they do not have the same production and demand characteristics. Their 
demand growth in international trade is low (Engel’s Law). Some services 
are tradable, but many are not, and their income elasticity in world mar-
kets is not likely to be as high as for medium- and high-technology man-
ufactured goods.

Figure 2.3 shows the link between export growth and GDP growth.
The estimated equation by two-stage least squares is:

 

g x rgdp = + =0 09 0 57 0 502

0 21 9 43
. . : .

( . ) ( . )
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There are three major reasons for expecting a priori a close link between 
export growth and GDP growth. Firstly, there is the neoclassical supply- 
side argument which focuses on the static and dynamic gains from trade 
and the externalities that the export sector can confer on the non-export 
sector and the rest of the economy (Feder 1983). Exports also allow the 
import of inputs and investment goods that may be more productive 
than domestic resources, thus increasing the supply capacity of the econ-
omy. Secondly, if domestic demand is constrained by a shortage of for-
eign exchange, faster export growth will help relax that constraint. All 
components of demand have an import content which need to be paid 
for, and only exports can do so. Exports are a unique component of 
demand in that respect (McCombie 1985b). Thirdly, export growth may 
set off a virtuous circle of growth, as outlined earlier (Kaldor 1970).

The results of this research across a wide sample of developing countries 
support the work of Hausmann, Hwang and Rodrik (2007) on ‘What 
You Export Matters’ which shows a close association between what they 
call EXPY and growth rate differences across countries. EXPY is a weighted 
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average of what they call PRODY which measures the income level that 
each good produced is associated with. Countries grow fast if they have an 
export structure geared to the production and income levels of rich coun-
tries where the demand for high value-added goods is strong. Countries 
producing manufactured goods with a high income elasticity of demand 
in world markets will have a higher growth of exports and a higher growth 
of GDP. Hausmann et al. show a close correlation across countries between 
PRODY, EXPY (a weighted average of the PRODYs) and GDP growth. 
As they remark ‘types of goods in which a country specialises have impor-
tant implications for subsequent economic performance’.

5  Conclusion

John has led the life of a scholar ensconced in Downing College, 
Cambridge. It has seemed his natural home in a spacious study overlook-
ing the beautiful green of the College quad where he could think, research 

Fitted values gdp

G
D

P
 g

ro
w

th
 (

%
)

10

5

−5

0

−5 5

Export growth (%)

0 10 15 20

Fig. 2.3 Association between GDP growth and export growth, 1990–2011

 A. P. Thirlwall



 51

and write to his heart’s content. He did not only live in an ivory tower, 
however. He took on major advisory jobs, particularly for international 
development organisations such as the Asian Development Bank where 
Jesus Felipe was the senior research economist.

His contribution to the understanding of the dynamics of growth in a 
closed and open economy has been immense. He must surely be the 
world’s leading expert on Verdoorn’s Law, confirming that there is some-
thing special about the production characteristics of manufacturing 
industry as opposed to other sectors of the economy. Likewise, he has 
been the foremost researcher confirming that many countries’ growth can 
be approximated by the simple dynamic Harrod trade multiplier rule—
and this cannot be an accident.

I owe a huge debt of gratitude to John for the inspiration he has given 
me and for all the work we have done together over the years.

Notes

1. The author is grateful to Dr. Penelope Pacheco-Lopez for helpful com-
ments on an early draft of the paper.

2. There are only three references to Verdoorn’s 1949 paper between 1949 
and 1966: two by Colin Clark (1957, 1962) and one by Kenneth Arrow 
(1962) (see McCombie et al. 2002).

3. Interestingly, the static/dynamic paradox does not seem to exist using 
time series data or with panel estimation using two-way fixed effects. The 
latter is illustrated in Leon-Ledesma (2000) for Spanish regions and, also, 
Angeriz et al. (2008) across 54 European regions 1986–2002.

4. The authors show that it arises through adding up the output and inputs 
of so-called Functional Economic Areas within a region to estimate the 
static law, whereas taking the dynamic specification, the growth rates of 
outputs and inputs are dimensionless.

5. He had forgotten that the income elasticities used from Houthakker and 
Magee (1969) were estimated controlling for relative price changes in the 
equation.

6. Allowance for interest rate payments on past debt makes a bigger differ-
ence (see later).

 John McCombie’s Contribution to the Applied Economics… 



52 

References

Angeriz, A., McCombie, J. S. L., & Roberts, M. (2008). New estimates of returns 
to scale and spatial spillovers for EU regional manufacturing 1986–2002. 
International Regional Science Review, 31(1), 62–87.

Alleyne, D., & Francis, A. A. (2008). Balance of payments constrained growth 
in developing countries: A theoretical perspective. Metroeconomica, 59(2), 
189–202.

Arrow, K. (1962). The economic implications of learning by doing. Review of 
Economic Studies, 29, 155–173.

Clark, C. (1957). The conditions of economic progress (3rd ed.). London: 
Macmillan.

Clark, C. (1962). British trade in the common market. London: Stevens and Sons 
Ltd.

Cripps, T.  F., & Tarling, R. (1973). Growth in advanced capitalist economies 
1950–70. Cambridge: Cambridge University Press.

Dixon, R. J., & Thirlwall, A. P. (1975). A model of regional growth rate differ-
ences on Kaldorian lines. Oxford Economic Papers, 27(2), 201–224.

Elliot, D., & Rhodd, R. (1999). Explaining growth rate differences in the highly 
indebted countries: An extension to Thirlwall and Hussain. Applied Economics, 
31(9), 1145–1148.

Feder, G. (1983). On exports and economic growth. Journal of Development 
Economics, 12(1/2), 59–74.

Felipe, J., & McCombie, J. S. L. (2013). The aggregate production function and 
the measurement of technical change: ‘Not even wrong’. Chletenham: Edward 
Elgar.

Ferreira, A., & Canuto, O. (2003). Thirlwall’s law and foreign capital in Brazil. 
Momento Economico, 125, 18–29.

Gouvea, R., & Lima, G. (2010). Structural change, balance of payments con-
straint and economic growth: Evidence from the multi-sectoral Thirlwall’s 
law. Journal of Post Keynesian Economics, 33(1), 169–204.

Gouvea, R., & Lima, G. (2013). Balance of payments constrained growth in a 
multi-sectoral framework: A panel data investigation. Journal of Economic 
Studies, 40(2), 240–254.

Hansen, J., & Zhang, J.  (1996). A Kaldorian approach to regional economic 
growth in China. Applied Economics, 28(6), 679–685.

Harrod, R. (1933). International economics. London: Macmillan.
Hausmann, R., Hwang, R., & Rodrik, D. (2007). What you export matters. 

Journal of Economic Growth, 12(1), 1–25.

 A. P. Thirlwall



 53

Houthakker, H., & Magee, S. (1969). Income and price elasticities in world 
trade. Review of Economics and Statistics, 51(2), 111–125.

Kaldor, N. (1961). Capital accumulation and economic growth. In F. Lutz 
(Ed.), The theory of capital. London: Macmillan.

Kaldor, N. (1966). Causes of the slow rate of growth of the United Kingdom. 
Cambridge: Cambridge University Press.

Kaldor, N. (1967). Strategic factors in economic development. New York: Cornell 
University Press.

Kaldor, N. (1968). Productivity and growth in manufacturing industry: A reply. 
Economica, 35(140), 385–391.

Kaldor, N. (1970). The case for regional policies. Scottish Journal of Political 
Economy, 17(3), 337–348.

Kaldor, N. (1975). What is wrong with economic theory? Quarterly Journal of 
Economics, 89(3), 347–357.

Kaldor, N. (1978a). The effects of devaluation on trade in manufactures.  Further 
essays in applied economics. London: Duckworth.

Kaldor, N. (1978b). Further essays in economic theory. London: Duckworth.
Lanzafame, M. (2014). The balance of payments constrained growth rate and 

the natural rate of growth: New empirical evidence. Cambridge Journal of 
Economics, 38(4), 817–838.

León-Ledesma, M. (2000). Economic growth and Verdoorn’s law in the Spanish 
regions 1962–91. International Review of Applied Economics, 14(1), 59–69.

McCombie, J. S. L. (1980a). On the quantitative importance of Kaldor’s laws. 
Bulletin of Economic Research, 32(2), 102–112.

McCombie, J. S. L. (1980b). Are international growth rates constrained by the 
balance of payments? Banca Nazionale del Lavoro Quaterly Review, 139, 
455–458.

McCombie, J. S. L. (1981). What remains of Kaldor’s laws. Economic Journal, 
91(361), 206–216.

McCombie, J.  S. L. (1982). Economic growth, Kaldor’s laws and the static- 
dynamic Verdoorn law paradox. Applied Economics, 14(3), 279–294.

McCombie, J. S. L. (1983). Kaldor’s laws in retrospect. Journal of Post Keynesian 
Economics, 5(3), 414–429.

McCombie, J. S. L. (1984). The Verdoorn law controversy: Some new empirical 
evidence using US state data. Oxford Economic Papers, 36(2), 268–284.

McCombie, J. S. L. (1985a). Increasing returns and manufacturing industries: 
Some empirical issues. Manchester School, 53(1), 55–75.

McCombie, J. S. L. (1985b). Economic growth, the Harrod trade multiplier 
and the Hicks super-multiplier. Applied Economics, 17(1), 52–72.

 John McCombie’s Contribution to the Applied Economics… 



54 

McCombie, J. S. L. (1986). On some interpretations of the relationship between 
productivity and output growth. Applied Economics, 18(11), 1215–1225.

McCombie, J. S. L. (1989). Thirlwall’s law and balance of payments constrained 
growth: A comment on the debate. Applied Economics, 21(5), 611–629.

McCombie, J. S. L. (1992). Thirlwall’s law and balance of payments constrained 
growth: More on the debate. Applied Economics, 24(5), 493–512.

McCombie, J. S. L. (1997). The empirics of balance of payments constrained 
growth. Journal of Post Keynesian Economics, 19(3), 345–375.

McCombie, J. S. L. (2011). Criticisms and defences of the balance of payments 
constrained growth model: Some old, some new. PSL Quarterly Review, 
64(259), 353–392.

McCombie, J. S. L., & Britto, G. (2009). Thirlwall’s law and the long run equi-
librium growth rate: An application to Brazil. Journal of Post Keynesian 
Economics, 32(1), 115–136.

McCombie, J. S. L., & de Ridder, J.  (1983). Increasing returns, productivity 
and output growth: The case of the United States. Journal of Post Keynesian 
Economics, 5(3), 414–429.

McCombie, J. S. L., & Fingleton, B. (1998). Increasing returns and economic 
growth: Evidence from the European Union Regions. Oxford Economic 
Papers, 50(1), 89–105.

McCombie, J.  S. L., & Roberts, M. (2007). Returns to scale and regional 
growth: The static-dynamic Verdoorn law paradox revisited. Journal of 
Regional Science, 47(2), 179–200.

McCombie, J. S. L., & Romero, J. P. (2016a). The multi-sectoral Thirlwall’s law: 
Evidence from 14 developed European countries using product-level data. 
International Review of Applied Economics, 30(3), 301–325.

McCombie, J. S. L., & Romero, J. P. (2016b). Thirlwall’s law and the specifica-
tion of export and import demand functions: An investigation of the impact of 
relative productivity growth on trade performance. Cambridge Centre for 
Economic and Public Policy Working Paper Series (CCEPP WP 02-2016).

McCombie, J.  S. L., & Tharnpanich, N. (2013). Balance of payments con-
strained growth, structural change and the Thai economy. Journal of Post 
Keynesian Economics, 35(4), 569–598.

McCombie, J. S. L., & Thirlwall, A. P. (1994). Economic growth and the balance 
of payments constraint. London: Macmillan.

McCombie, J. S. L., & Thirlwall, A. P. (1997a). Economic growth and the bal-
ance of payments constraint revisited. In P. Arestis, G. Palma, & M. Sawyer 
(Eds.), Markets, unemployment and economic policy: Essays in honour of 
G. Harcourt (Vol. 2). London: Edward Elgar.

 A. P. Thirlwall



 55

McCombie, J. S. L., & Thirlwall, A. P. (1997b). The dynamic Harrod foreign 
trade multiplier and the demand-oriented approach to economic growth: An 
evaluation. International Review of Applied Economics, 11(1), 5–26.

McCombie, J. S. L., & Thirlwall, A. P. (2004). Essays on balance of payments 
constrained growth. London: Routledge.

McCombie, J. S. L., Pugno, M., & Soro, B. (2002). Productivity growth and 
economic performance: Essays on Verdoorn’s law. London: Macmillan.

McCombie, J.  S. L., Angeriz, A., & Roberts, M. (2008). New estimates of 
returns to scale and spatial spillovers for EU regional manufacturing 
1986–2002. International Regional Science Review, 31(1), 62–87.

McCombie, J. S. L., Angeriz, A., & Roberts, M. (2009). Increasing returns and 
growth in industries in the EU regions: Paradoxes and conundrums. Spatial 
Economic Analysis, 4(2), 147–168.

McCombie, J. S. L., Felipe, J., & Naqvi, K. (2010). Is Pakistan’s growth rate 
balance of payments constrained? Policies and implications for development 
and growth. Oxford Review of Development Studies, 38(4), 477–496.

McGregor, P. G., & Swales, J. K. (1985). Professor Thirlwall and balance of pay-
ments constrained growth. Applied Economics, 17(1), 17–32.

McGregor, P.  G., & Swales, J.  K. (1986). Balance of payments constrained 
growth: A rejoinder to Professor Thirlwall. Applied Economics, 18(12), 
1265–1274.

McGregor, P. G., & Swales, J. K. (1991). Thirlwall’s law and balance of pay-
ments constrained growth: Further comment on the debate. Applied 
Economics, 23(1), 9–20.

Moreno-Brid, J.  (1998). On capital flows and the balance of payments con-
strained growth model. Journal of Post Keynesian Economics, 21(2), 413–433.

Moreno-Brid, J. (2003). Capital flows, interest rate payments and the balance of 
payments constrained growth model: A theoretical and empirical analysis. 
Metroeconomica, 54(2/3), 346–365.

Pacheco-López, P., & Thirlwall, A. P. (2014). A new interpretation of Kaldor’s 
first law of growth in an open developing economy. Review of Keynesian 
Economics, 2(3), 384–398.

Palley, T. (2002). Pitfalls in the theory of growth: An application to the balance 
of payments constrained growth model. In M. Setterfield (Ed.), The econom-
ics of demand-led growth. Cheltenham: Edward Elgar.

Ribeiro, R., McCombie, J. S. L., & Lima, G. (2016). Exchange rate, income 
distribution and technical change in a balance of payments constrianed 
growth model. Review of Political Economy, 28(4), 545–565.

 John McCombie’s Contribution to the Applied Economics… 



56 

Romero, J. P., Silveira, F., & Jayme, F. G. (2011). Brazil: Structural change and 
balance of payments constrained growth. CEPAL Review, 105, 185–208.

Rowthorn, R. (1975). What remains of Kaldor’s laws. Economic Journal, 
85(337), 10–19.

Setterfield, M. (2006). Thirlwall’s law and Palley’s pitfalls: A reconsideration. In 
P. Arestis, J. S. L. McCombie, & R. Vickerman (Eds.), Growth and economic 
development: Essays in honour of A.P. Thirlwall. Cheltenham: Edward Elgar.

Soukiazis, E., & Cerqueira, P. (Eds.). (2012). Models of balance of payments con-
strained growth: History, theory and empirical evidence. London: Palgrave 
Macmillan.

Thirlwall, A. P. (1979). The balance of payments constraint as an explanation of 
international growth rate differences. Banca Nazionale del Lavoro Quarterly 
Review, 32, 45–53.

Thirlwall, A. P. (1980). Rowthorn’s interpretation of Verdoorn’s law. Economic 
Journal, 90(358), 386–388.

Thirlwall, A. P. (1981). Balance of payments constrained growth: A reply to  
Mr. McCombie. Banca Nazionale del Lavoro. Quarterly Review, 139, 458–459.

Thirlwall, A.  P. (1982). The Harrod trade multiplier and the importance of 
export-led growth. Pakistan Journal of Applied Economics, 1(1), 1–21.

Thirlwall, A. P. (2014). Kaldor’s 1970 regional growth model revisited. Scottish 
Journal of Political Economy, 61(4), 341–347.

Thirlwall, A. P., & Hussain, M. N. (1982). The balance of payments constraint, 
capital flows and growth rate differences between developing countries. 
Oxford Economic Papers, 34(3), 498–510.

Vera, L.  A. (2006). The balance of payments constrained growth model: A 
north-south approach. Journal of Post Keynesian Economics, 29(1), 66–92.

Verdoorn, P. J. (1949). Fattori che Regalano lo Sviluppo della Produttivita del 
Lavoro. L’Industria, 1, 3–10.

Wells, H., & Thirlwall, A. P. (2003). Testing Kaldor’s growth laws across the 
countries of Africa. African Development Review, 15(2/3), 89–105.

Wolfe, T. N. (1968). Productivity and growth in manufacturing industry: Some 
reflections on Professor Kaldor’s inaugural lecture. Economica, 35(138): 
117–126.

Young, A.  A. (1928). Increasing returns and economic progress. Economic 
Journal, 38(152), 527–542.

 A. P. Thirlwall



57© The Author(s) 2018
P. Arestis (ed.), Alternative Approaches in Macroeconomics,  
https://doi.org/10.1007/978-3-319-69676-8_3

3
Why Neither Samuelson’s Neoclassical 

Synthesis Keynesianism Nor New 
Keynesianism Theory Is Compatible 

with Keynes’s General Theory 
Explanation of the Cause 

of Unemployment

Paul Davidson

1  Introduction

I define a classic in economics as a book everyone cites but practically no 
one reads. Thus, Keynes’s General Theory of Employment Interest and 
Money is truly an economic classic. I should add that even among those 
few who claim to have read Keynes’s book, it is obvious that most of these 
readers have not comprehended Keynes’s message.

Keynes (1936) stated that “The outstanding faults of the economic 
society in which we live are its failure to provide for full employment and 
its arbitrary and inequitable distribution of income and wealth” (p. 372). 
Some 70 years after Keynes wrote this, the Great Recession, beginning in 
August 2007, has demonstrated that these ‘faults’ are still plaguing the 
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developed nations around the globe. This chapter will demonstrate that 
the persistence of these economic faults of the economic system in which 
we live are due in large part to the fact that what passes for Keynes’s the-
ory in mainstream professional journals, textbooks, and so on is not the 
theory that Keynes specified in his General Theory (1936).

Modern macroeconomic theory has flourished professionally in its 
pursuit of the secrets of long-run economic growth, but has completely 
neglected the short-run economic problem of unemployment. Modern 
macroeconomics assumes that in the long run, prices are flexible and the 
growth of the economy is determined primarily by the growth in the abil-
ity to supply goods and services. Thus, increases in technology which 
produces increases in labor productivity are often cited as the basis for 
economic growth and prosperity.

But in the short run, it is assumed that we live in an economy where 
prices and/or money wages are not perfectly flexible. Consequently, 
growth and full-employment prosperity can be held back because prices 
and/or money wages are too high, and as a result, market demand is too 
low to absorb all that can be produced at full employment. Samuelson’s 
mainstream Neoclassical Synthesis Keynesian theory and the next gen-
eration of New Keynesian theorists, as well as most widely sold Principles 
of Economics textbooks, claim that Keynes’s general theory associates any 
short-run unemployment problem as being caused by the stickiness or 
even rigidity of money wages and/or administered prices.

This claim that Keynes’s analysis required short-run wage and/or price 
rigidity, such as a sticky, money wage rate and administered product 
prices, is, however, exactly what classical theory specified to explain the 
causes of unemployment. This rigidity of money wages presumption is 
also the fundamental basis of Samuelson’s neoclassical synthesis interpre-
tation of Keynes’s General Theory. But this presumption of rigidity is in 
direct conflict with Keynes’s own words about what he believed was the 
basis of his General Theory of Employment, Interest and Money.

As Keynes (1936) put it:

For the classical theory has been so accustomed to rest the supposedly self- 
adjusting character of the economic system on the assumed fluidity of 
money wages; and, when there is rigidity, to lay on this rigidity the blame 
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of maladjustment..... My difference from this theory is primarily a differ-
ence of analysis. (p. 257)

To understand the difference between Keynes’s analysis of the cause of 
involuntary unemployment and the rigidity of the money wage rate pre-
sumption of Samuelson and modern Neoclassical Synthesis, Keynesian 
theorists and New Keynesian theorists, and in terms of the causes of 
unemployment, requires an explanation of how Keynes’s macroeconomic 
analysis was perverted by Samuelson’s neoclassical synthesis interpreta-
tion of Keynes.1 We will then be able to provide the explanation of how 
Keynes’s liquidity serious monetary theory and its specification of the 
essential properties of money and all other liquid assets is, as Keynes 
noted (1936, p. 257), ‘primarily a difference of analysis’ of the cause of 
involuntary unemployment from the classical theory that presumes wage 
and price rigidity or stickiness is the basic cause of unemployment in the 
short run—or even in the long run. Once the reader is made aware of 
what Keynes specified as ‘the essential properties’ of money and all other 
liquid assets, then the reader will be able to understand the principles of 
why international payments imbalances and the financial crisis of 2007–8 
has created the worst global economic recessionary period since the Great 
Depression.

2  Samuelson’s Abortion of Keynes’s 
General Theory

In 1941, Samuelson’s PhD dissertation won the Wells prize for the best 
PhD dissertation in economics at Harvard. This dissertation was polished 
by Samuelson and finally published as Foundations of Economic Analysis 
(1947). Neoclassical Synthesis Keynesianism and New Keynesianism 
theories are both based on what Samuelson’s Foundations of Economic 
Analysis asserts as the necessary Walrasian classical microfoundation of all 
valid economic theories. If the microfoundations of any macroeconomic 
analysis are not Walrasian, then, according to Samuelson, this 
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 non- Walrasian micro-based macroeconomics is neither a valid theory of 
economics nor what Keynes meant in his General Theory.

Nevertheless, Keynes (1936, pp.  176–177) stated that Walras “is 
strictly in the classical tradition”—a tradition that Keynes’s General Theory 
was attempting to replace. Moreover, as already noted on p. 257 of the 
General Theory, Keynes explicitly denied that his theory of unemploy-
ment required the classical theory presumption of rigid money wages.

After reading Keynes’s General Theory of Employment, Interest and 
Money in 1936, Samuelson stated that he found Keynes’s General Theory 
analysis ‘unpalatable’ and not comprehensible (Colander and Landreth 
1996, p. 159). Samuelson then explicitly stated that “The way I finally 
convinced myself was to just stop worrying about it (about understand-
ing Keynes’s analysis). I asked myself: why do I refuse a paradigm that 
enables me to understand the Roosevelt upturn from 1933 till 1937? … 
I was content to assume that there was enough rigidity in relative prices and 
wages to make the Keynesian alternative to Walras operative” (Colander and 
Landreth 1996, pp. 159–160, emphasis added).

In the Preface to the German language edition of The General Theory, 
however, the following sentences appear: “One of the reasons for justify-
ing my calling my theory a General theory. Since it is based on fewer 
restrictive assumptions (“weniger enge Vorasusstezungen Stutz”) than the 
orthodox (classical) theory. It is also more easily adopted to a large area of 
different circumstances”.2 In other words, Keynes’s general theory is a 
classical theory from which some restrictive axioms fundamental to clas-
sical theory have been removed.

On the other hand, Samuelson has claimed that the Walrasian general 
equilibrium analysis is the fundamental foundation of any general theory 
of economics and Keynes’s analysis was a special case where an additional 
restrictive assumption of rigidity of money wages and/or product prices 
was added to the Walrasian microfoundation to develop an analysis where 
the gross substitution effect (which require freely flexible prices and 
wages) cannot work to assure full employment in the short run.

Samuelson (as in Colander and Landreth 1996, p.  163) explicitly 
stated that in his view Keynes’s analysis is merely a “very slowly adjusting 
disequilibrium …. [where] the full Walrasian equilibrium was not real-
ized” in the short run because prices and money wages do not adjust 
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rapidly enough to an exogenous shock. Nevertheless, the economic sys-
tem would, if left alone, achieve full employment in the long run as all 
prices and wages are variable. It therefore follows that Samuelson as a 
‘Keynesian’ has urged additional government spending to achieve full 
employment before there was at the long run Walrasian adjustment to 
flexible wages and prices, merely because he is too impatient to wait to 
leave it to the market to permit the slowly adjusting Walrasian system to 
achieve this longer-run goal of full employment.

It is worth noting that Samuelson’s slowly adjusting Walrasian micro-
foundation interpretation of Keynes apparently convinced all mainstream 
‘Keynesian’ economists after the Second World War to treat Keynes’s 
theory as a ‘special case’ of the general classical (Walrasian) theory where 
full employment is inevitable if all money wages and money prices are 
freely flexible. In the Samuelson and mainstream Keynesian economists’ 
post-Second World War view, the classical Walrasian general theory 
involved freely flexible wages and prices, while Keynes’s theory was merely 
a special case of the Walrasian system, where this special case presumed 
an additional restrictive assumption of sticky or rigid money wages and/
or prices is added to the general Walrasian theory. Following Samuelson’s 
insistence that the foundation of all economic theories explaining the 
economic system in which we live is a Walrasian slowly adjusting process, 
mainstream Keynesian theorists after the Second World War always 
taught their students that Keynes’s explanation of involuntary unemploy-
ment required the fact that money wages and prices were not freely 
flexible.

Since Samuelson claimed he read The General Theory of Employment, 
Interest and Money and found it ‘unpalatable’, most economists after the 
war were convinced by Samuelson’s use of mathematics in economics 
that reading exactly what Keynes wrote would not be very productive. 
Instead they merely adopted Samuelson’s interpretation of Keynes’s book 
as a classic in economics and they apparently never even tried to read 
Keynes’s book. Thus, all mainstream Keynesian theories ignored Chap. 
19 in the General Theory, entitled ‘Changes in Money Wages’.

In this chapter, Keynes explicitly denies the validity of this rigidity of 
wages and prices assertion as a basis for his theory of involuntary unem-
ployment. Using the Marshallian micro theory—instead of the Walrasian 
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micro theory—as the microfoundation of his general theory, Keynes is 
able to demonstrate in Chap. 19 that even if the economy possessed freely 
flexible money wages and prices, involuntary unemployment equilibrium 
can still occur and persist.

Samuelson never tried to comprehend Keynes’s use of Marshallian 
micro analytical foundation and framework for his General Theory. For in 
1986 Samuelson was still claiming that “we [Keynesians] always assumed 
that the Keynesian underemployment equilibrium floated on a substruc-
ture of administered prices and imperfect competition” (Colander and 
Landreth 1996, p. 160). When pushed by Colander and Landreth as to 
whether this requirement of rigidity was ever formalized in his work, 
Samuelson’s response was: “There was no need to” (Colander and 
Landreth 1996, p. 161). Clearly had Samuelson and any of his Keynesian 
followers read and understood Chap. 19 of Keynes’s classic in economic 
theory, Samuelson would have to have noted that there was at least one 
‘Keynesian’ named John Maynard Keynes, who had not assumed that the 
“Keynesian underemployment equilibrium floated on a substructure of 
administered prices and imperfect competition”.

Specifically in Chap. 19 of the General Theory, and even more directly 
in Keynes’s published response to Dunlop (1938) criticism of Keynes’s 
analysis, Keynes (1939) had already responded in the negative to this 
question of whether his analysis of less than full-employment equilib-
rium required imperfect competition, administered prices, and/or rigid 
wages. Dunlop (1938) had argued that the purely competitive model was 
not empirically justified; therefore, it was monopolistic price and wage 
fixities that must be the realistic basis of Keynes’s involuntary unemploy-
ment equilibrium analysis. Keynes’s (1939) reply to Dunlop was simply: 
“I complain a little that I in particular should be criticised for conceding 
a little to the other view” (p. 411).

In Chaps. 17–19 of his General Theory, Keynes explicitly demonstrated 
that even if a purely competitive economy with perfectly flexible money 
wages and prices existed (‘conceding a little to the other side’), there was 
no automatic competitive market mechanism that could restore the full- 
employment level of effective demand in his theory if some involuntary 
unemployment existed. In other words, Keynes’s general theory, using 
Marshallian microfoundations, could show that, as a matter of logic, less 
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than full-employment equilibrium could exist in a purely competitive 
economy with freely flexible wages and freely competitive product prices.

Obviously Samuelson, who became the premier American ‘Keynesian’ 
of his time, had either not read or not comprehended (1) Keynes’s 
response to Dunlop or even (2) Chap. 19 of the General Theory.

Keynes (1936) indicated that to assume that wage rigidity was the sole 
cause of the existence of an unemployment equilibrium implied accept-
ing the argument that the Marshallian micro-demand functions “can 
only be constructed on some fixed assumption as to the nature of the 
demand and supply schedules of other industries and fixity as to the 
amount of aggregate effective demand. It is invalid, therefore to transfer 
the argument to industry as a whole unless we also transfer the argument 
that the aggregate effective demand is fixed. Yet this assumption reduces 
the argument to an ignoratio elenchi” (p. 259).

An ignoratio elenchi is a fallacy in logic of offering a proof irrelevant to 
the proposition in question. Unfortunately Samuelson invoked the same 
classical ignoratio elenchi when he argued that Keynes’s general theory 
was simply a slowly adjusting Walrasian general equilibrium system 
where if there is insufficient aggregate effective demand to produce full 
employment, then rigid wages and prices created a temporary disequilib-
rium that prevented full-employment equilibrium from being restored in 
the short run.

As Keynes (1936) went on to explain,

whilst no one would wish to deny the proposition that a reduction in 
money wages accompanied by the same aggregate effective demand as before 
will be associated with an increase in employment, the precise question at 
issue is whether the reduction in money wages will or will not be accompa-
nied by the same aggregate effective demand as before measured in term of 
money, or, at any rate, by an aggregate effective demand which is not 
reduced in full proportion to the reduction in money-wages. (pp. 259–260)

Keynes (1936) then spent the rest of Chap. 19 analyzing the question 
that if the economy was not initially at full employment, how any reduc-
tion in the money wage rate would affect both the aggregate supply func-
tion and the aggregate demand function. A reduction in money wage rate 
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reduced money costs of production at every level of employment and 
therefore would shift downward the aggregate supply curve function ‘in 
terms of money’. The money wage reduction implies a reduction in 
aggregate money wage income at every possible level of employment. 
This reduction in wage earners’ money income would reduce their aggre-
gate money spending on consumption by wage earners at each level of 
employment. The result is to also shift downward the aggregate demand 
function ‘in terms of money’.

Does the downward shift in both the aggregate demand curve and the 
aggregate supply curve in money terms result in their intersection at the 
same initial level of unemployment or will a new point of intersection of 
these aggregate supply and aggregate demand curves after their shifts be 
at full employment, or at least a higher level of employment? Keynes’s 
Marshallian microfoundation answer was there was no reason to believe 
that the two downward-shifting curves’ intersection would produce a 
higher equilibrium level of employment.

This question of where the point of effective demand would be if all 
prices and wages were flexible, by assumption, is not relevant to a 
Walrasian system or Samuelson’s Neoclassical Synthesis Keynesianism 
which assumes a slowly adjusting Walrasian system. A Walrasian system 
is built on the assumption that with flexible wages and prices, there will 
always be a sufficient market demand to purchase all that is produced by 
a fully employed economy at profitable prices for the entrepreneurs. 
There can never be a lack of aggregate effective demand if all wages and 
prices are flexible.

At the same time that Samuelson was developing his Neoclassical 
Synthesis Keynesianism, he was working on cleaning up his masterful 
Foundations of Economic Analysis (1947) in which Samuelson ‘demon-
strates’ that the Walrasian system is the foundation for all economic the-
ory. In this 1947 book, Samuelson asserted certain specific classical 
axioms are necessary for the foundation of all economic analysis. For 
example, Samuelson (1947) noted that “in a purely competitive world it 
would be foolish to hold money as a store of value as long as other assets 
had a positive yield” (pp. 122–124). This statement implies that (1) pro-
ducible capital goods (plant and equipment) that provide a positive yield 
of output are preferable to money (or any other liquid asset) as a  substitute 
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form in which to hold one’s store of value savings and therefore (2) money 
is neutral in the sense that changes in the quantity of money per se cannot 
affect the level of employment and output.

Keynes (1935), however, rejected the neutral money axiom when he 
wrote:

the theory which I desiderate would deal…with an economy in which 
money plays a part of its own and affects motives and decisions, and is, in 
short, one of the operative factors in the situation, so that the course of 
events cannot be predicted either the long period or in the short, without 
a knowledge of the behavior of money between the first state and the last. 
And it is this which we mean when we speak of a monetary economy….
Booms and depressions are peculiar to an economy in which …money is 
not neutral. (pp. 408–409)

Furthermore, in Chap. 17 of the General Theory, Keynes (1936, p. 231) 
explicitly stated that in his liquidity theory, real producible capital goods 
are not gross substitutes for money or any liquid asset as a form for hold-
ing one’s savings. Accordingly, Keynes explicitly rejected the ubiquitous 
use of the gross substitution and the neutral money presumption of clas-
sical economic theory as a foundation of his macroeconomic theory. 
Consequently, by rejecting the ubiquitous use of the gross substitution 
and neutral money axioms (which is a specific requisite of the Walrasian 
classical theory), Keynes is providing a more general theory (because it is 
based on fewer assumptions) than the classical Walrasian theory.

Furthermore, Samuelson (1969) argued that the “ergodic hypothesis 
(axiom)” (p. 184) is a necessary foundation if economics is to be a hard 
science. But as we have also explained in detail elsewhere (Davidson 
1982–1983, 2007, 2011, 2015), Keynes’s concept of an uncertain future 
requires the rejection of this ergodic axiom.

Since a general theory is one that has fewer restrictive axioms than 
another theory, Keynes’s theory, which rejects three restrictive classical 
presumptions, namely, the neutral money axiom, the ubiquity of the 
gross substitution axiom, and the ergodic axiom, is, by definition, a more 
general theory than the foundations of the Neoclassical Synthesis 
Keynesian macroeconomic theory developed from the Walrasian classical 
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equilibrium theory by Samuelson. These three classical restrictive axioms 
are “the postulates of the classical theory …applicable to a special case 
only and not to the general case….Moreover the characteristics of the 
special case assumed by classical [Walrasian] theory happen not to be 
those of the economic society in which we actually live, with the result its 
teaching is misleading and disastrous if we attempt to apply it to the fact 
of experience” (Keynes 1936, p. 3).

3  Keynes’s Theory Is Primarily a Difference 
of Analysis

As Keynes’s developed his theory of liquidity preference, he recognized 
that his explanation of the existence of involuntary unemployment 
required specifying ‘The Essential Properties of Interest and Money’ 
(1936, Chap. 17) that differentiated his analytical results from classical 
theory. These ‘essential properties’ assured that money and all other liquid 
assets are never neutral. Keynes (1936, pp.  230–231) specified these 
‘essential properties’ as:

 1. The elasticity of production of all liquid assets including money is zero 
or negligible; and

 2. The elasticity of substitution between liquid assets (including money) 
and reproducible goods is zero or negligible.

“The attribute of ‘liquidity’ is by no means independent of the pres-
ence of these two characteristics” (Keynes 1936, p.  241n.1). In other 
words, all liquid assets have these two essential elasticity characteristics.

A zero elasticity of production means that money does not grow on 
trees and consequently workers cannot be hired to harvest money trees to 
provide people with more money when the demand for money increases. 
Or as Keynes put it: “money…cannot be readily reproduced; labour can-
not be turned on at will by entrepreneurs to produce money in increasing 
quantities as its price rises” (Keynes 1936, p. 230).
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Accordingly, when people save some portion of their current income 
instead of spending their entire current income on buying producible 
goods, then, ceteris paribus, the demand for producibles, is reduced, 
while the resulting savings out of income is used to demand money (and/
or other liquid assets with the same essential elasticity properties). Since 
the market demand for producibles is reduced by any increase in savings 
out of current income, then employers will hire fewer workers as they 
face a decline in market demand, and there will be unemployment and 
less production of goods and services.

Since the production elasticity of money and liquid assets is zero, pri-
vate sector entrepreneurs cannot hire the unemployed labor to produce 
more money (or other liquid assets) to meet this increase in demand by 
savers for liquid nonreproducible (by the private sector) assets. In Keynes’s 
theory, liquidity is a concept where if one has sufficient liquidity, one has 
the ability to meet all money contractual obligations as they come due.

Friedman, in his permanent income theory, avoids this problem where 
we have specified that any additional positive aggregate savings will go to 
the demand for liquid assets and therefore, ceteris paribus, create less 
demand for producible goods and services, thereby reducing the demand 
for entrepreneurs to employ workers. For Keynes and most normal per-
sons, savings is typically defined as being that part of current income that 
is not spent on producible goods and services. Savers store their savings 
in the form of liquid assets.

Friedman, however, defines savings differently. For Friedman savings is 
the utility stored in a producible durable goods that is not consumed in 
the current accounting period. Since the consumption of any good, in 
Friedman’s theory, produces utility for the consumer, the purchase price 
of a newly produced durable good at the moment of purchase is the value 
of all the utility that is stored in this produced durable good—the utility 
will be provided to the consumer over the useful life of this produced 
durable. Thus, at the moment of purchase of a newly produced durable, 
the total utility that the durable will produce is being saved for the future 
periods when the durable will be slowly consumed over its useful life.

According to Friedman’s definition of savings out of current income, 
savings are not stored in money or other liquid assets such as bonds, 
stocks, bank savings accounts, and so on. Instead savers are using current 
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savings out of income to purchase newly produced durables; and there-
fore, spending on savings out of current income creates jobs in the pro-
ducible durable goods industries just as much as consumption spending 
out of current income on nondurables produced goods and services cre-
ates jobs.

In classical Walrasian theory, however, money is a reproducible com-
modity. In many neoclassical textbook models of a Walrasian system, 
peanuts or some other easily reproducible product of industry is the 
money commodity or numeraire. Peanuts may not grow on trees, but 
they do grow on the roots of bushes. The supply of peanuts can easily be 
augmented by the hiring of additional workers by private sector entrepre-
neurs when the demand for peanut money (or any readily producible 
asset money) increases.

Keynes insisted that one essential property of money and all liquid 
assets is the elasticity of production is approximately zero. Accordingly, if 
the savings out of current income take the form of increasing the demand 
for nonproducibles money (or other liquid assets), then the price of this 
demand for liquid assets rises relative to the price of producible durables. 
The zero elasticity of substitution assures that portion of income that is 
not spent on by the products of industry for consumption purposes, that 
is, savings, will, in Hahn’s (1977, p. 31) terminology, find ‘resting places’ 
in the demand for nonproducibles, that is, liquid assets. Producible real 
capital goods are not a gross substitute for liquid assets as places where 
savers will store their savings. Some 40 years after Keynes, Hahn (op, cit.) 
rediscovered Keynes’s point that a stable involuntary unemployment 
equilibrium could exist even in a purely competitive system with flexible 
wages and prices whenever there are “resting places for savings in other 
than reproducible assets” (p. 31).

Hahn (1977) rigorously demonstrated what may have been logically 
intuitive to Keynes. Hahn (op. cit.) showed that the view that with “flex-
ible money wages there would be no unemployment has no convincing 
argument to recommend it …. Even in a pure tatonnement in traditional 
models convergence to [a general] equilibrium cannot be generally proved” 
(p. 37) if savings were held in the form of nonproducibles. Hahn (1977) 
also argued that “any non-reproducible asset allows for a choice between 
employment inducing and non-employment inducing demand” (p. 39).
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Accordingly, given the ‘essential properties’ of money and other liquid 
assets specified by Keynes, the existence of a demand for any liquid non-
reproducible assets (when the products of the capital goods-producing 
industries are not gross substitutes) as a store of ‘savings’ creates the 
potential for involuntary unemployment. Any saved income is not, in the 
short or long run, necessarily spent on the products of industry. 
Households that save (i.e., they do not spend a portion of their income 
on the products of industry) store that portion of their income that they 
do not consume in liquid assets are choosing, in Hahn’s (1977) words, “a 
non-employment inducing demand” (p. 39) for their savings.

However, if the gross substitution axiom was universally applicable, 
any new savings that would increase the demand for nonproducibles 
would therefore increase the price of nonproducibles (whose production 
supply curve is, by definition, perfectly inelastic). The resulting relative 
price rise in nonproducibles vis-à-vis the price of producibles would, if 
gross substitution was universally applicable, induce savers to increase 
their demand for reproducible durables as a substitute for nonproduc-
ibles for storing their savings holdings. Consequently, nonproducibles 
could not be the ultimate ‘resting places’ for savings for when the price of 
nonreproducible liquid assets rose, savers will substitute producibles and 
therefore their savings will spill over into a demand for producible goods.

Samuelson’s assumption of a Walrasian system where all demand 
curves are based on a ubiquitous gross substitution axiom implies that 
everything is a substitute for everything else. In Samuelson’s foundation 
for economic analysis, therefore, producibles must be good (or better) 
gross substitutes for any existing nonproducible liquid assets (including 
money) when the latter are used as stores of savings. Accordingly, 
Samuelson’s Foundations of Economic Analysis explicitly denies the logical 
possibility of involuntary unemployment as long as all prices are perfectly 
flexible. Samuelson’s brand of Keynesianism is merely a form of the clas-
sical special case analysis that is “misleading and disastrous” (Keynes 
1936, p. 3) if applied to the real world. In Keyes’s general theory, any 
increase in the demand for ‘savings’ in liquid form over time raises the 
relative price of nonproducibles, but will not spill over into a demand for 
producible goods.
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Accordingly, if at a full-employment level of income decision makers 
want to save a portion of their income in liquid nonproducibles, then 
they will have made a choice for ‘nonemployment-inducing demand’. To 
offset this nonemployment-induced demand and maintain full employ-
ment, other decision makers must spend more than their full- employment 
income in the marketplace on producibles. To spend in excess of their 
full-employment income, these decision makers must either spend a por-
tion of their previous savings on producibles or borrow new money from 
the banking system to spend on producible goods and services.

In an international context, if any nation runs a persistent surplus in 
its balance of payments, then it is saving its excess of income earned from 
exports over its payment for imports, to obtain liquid foreign reserves, 
namely, an international noninducing employment demand. Thus, 
Keynes (1941) put forth as a principle that if any nation persistently runs 
international payments surpluses, it creates a significant shortage of inter-
national effective demand for its trading partners. Consequently, to 
remove the international sector from creating employment problems for 
any nation, Keynes (1941) required any persistent surplus creditor nation 
to spend down its saved accumulated liquid international reserves. Keynes 
(op. cit., p. 176) argued that the onus should be on the creditor saver 
nations to solve this accumulating noninducing employment demands 
for international liquid reserves and therefore to encourage the creditor 
nations to provide international expansionary economic forces. After all, 
this onus is not costly to the creditor nation for it has the international 
liquidity wherewithal to engage in such an activity. Thus, Keynes saw the 
necessity of creating an international institution where all trading nations 
agree to a ‘rule of the road’ that requires persistent creditor nations to 
spend down their excessive foreign reserves. This would solve any inter-
national payment imbalance problem by placing an expansionist pressure 
on world trade.

If, instead of relying on an international institution’s rule of the road 
and creating an expansionist pressure on global trade, the onus of reduc-
ing a nation’s deficit in its international payments was placed on the 
debtor nation to somehow obtain a devaluation in its exchange rate to 
improve its balance of payments position by making its industries ‘more 
competitive’, then the effect would not only reduce the standard of living 
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for the residents of the debtor nation, but it would put ‘in place a con-
tractionist pressure on world trade’ (Keynes 1941, p. 176).

Finally, Keynes (1941) argued that only in a money-using entrepre-
neur economy where the future is uncertain (and therefore could not be 
reliably predicted) would money (and all other liquid assets) always be 
nonneutral as they are used as a store of value savings. In essence Keynes 
(op. cit.) viewed the economic system as moving through calendar time 
from an irrevocable past to an uncertain, not statistically predictable, 
‘real’ future. This required Keynes to reject the ergodic axiom.

Samuelson’s slowly adjusting Walrasian system view of Keynes’s theory 
resulted in aborting Keynes’s revolutionary analysis from altering the 
foundation of mainstream macroeconomics from classical microeco-
nomic theory. Consequently, what passes as conventional macroeco-
nomic wisdom of mainstream economists, such as Krugman, Akerloff, 
and Temin, at the beginning of the twenty-first century, is nothing more 
than a high-tech and more mathematical version of the nineteenth- 
century classical theory.

Current economic policies, such as the need for ‘austerity’ and the fear 
of government deficit spending increasing the national debt, policies 
adopted in the United States, the United Kingdom, and the Euro zone, 
demonstrate the real-world economic damage that Samuelson’s procla-
mation that his ‘reconstructed’ Keynesianism provided the correct ana-
lytical foundations for understanding the economic world in which we 
live. Instead, had the correct explanation of Keynes’s General Theory been 
taken up by mainstream economists and politicians, the world we live in 
would have been a more prosperous and civilized economic society.3

4  A Serious Monetary Theory

Arrow and Hahn in their book General Competitive Equilibrium (1971; 
emphasis added) explicitly state that even in a general equilibrium system 
“The terms in which contracts are made matter. In particular, if money is 
the goods in terms of which contracts are made, then the prices of goods 
in terms of money are of special significance. This is not the case if we 
consider an economy without a past or future…. If a serious monetary 
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theory comes to be written, the fact that contracts are made in terms of 
money will be of considerable importance” (256–257).

Keynes wrote a ‘serious monetary theory’ since his theory of liquidity 
recognized that (1) the economy has a past and an uncertain future and 
(2) all market transactions are organized by the use of legal money- 
denominated contracts that specify money as the means of contractual 
settlement for all spot and forward contractual obligations. All market 
transactions are organized by the use of spot and/or forward money- 
denominated contracts. The essence of a capitalist economic system involves 
a legal money-denominated contract system. Hence, the need for liquidity 
to meet one’s market money contractual obligations must have an impor-
tant impact on decision makers choosing what to buy and what to sell 
and when to take on these contractual obligations. This legal money con-
tract analysis is absent from the works of Samuelson, and other main-
stream ‘Keynesians’ and therefore their theory is not even a ‘serious 
monetary theory’.

This use of money to settle all market transaction contracts, including 
international transaction contracts, is ignored by mainstream economists 
when they discuss changing the exchange rate, where the latter, in fact, 
must alter the sum of the specified money that must be obtained to settle 
an international contractual obligation for the buyer or seller or both. 
Indeed, whenever any international forward contract spans the moment 
in calendar time when an exchange rate change occurs, this can create a 
liquidity problem in obtaining sufficient funds in terms of the money 
specified in the international contract—a problem which apparently is 
not important to today’s mainstream international macroeconomists! But 
it is important to Keynes in his international analysis and even important 
to entrepreneurs engaged in international contractual transactions in the 
world we live in.

Since Greece and the other southern Mediterranean Euro nations have 
the same currency as their Euro trading partners, it is not possible for 
these deficit nations to look to a monetary exchange rate devaluation to 
achieve a better trade balance. Accordingly ‘austerity’ is a policy designed 
to induce a more favorable trade balance for Greece since it is presumed 
that austerity depresses the income of Greek workers and Greek enter-
prises sufficiently so that a reduced Euro price of Greek products induces 
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a gross substitution effect to reduce Greek imports from Germany (and 
the rest of the Euro-zone nations) and significantly increase Greek exports 
to the Euro-zone nations. The result will be socially distressing and divi-
sive politically for all Greek residents but would supposedly end up with 
slower outflow of Euros, in which case the inflow of Euros on trade con-
tractual obligations emerges. Would not an institutional rule such as the 
Keynes Plan of Bretton Woods, which would put the onus on the nations 
running a trade surplus to spend more Euros on the products of the bal-
ance of trade deficit nations be better? The answer is positive in that the 
result would be that the deficit balance of the trade nation could earn 
sufficient Euros to service its debt obligations to the surplus nations, 
while employment and income of the deficit nation’s population would 
rise and the nation would become more prosperous.

5  Concluding Remarks: The Role 
of Monetary Policy

Finally, it should be pointed out that the classical presumption of neutral 
money means that any increase in the money supply will immediately be 
spent to purchase newly produced goods and services, while none of the 
increase is used merely to store savings. Accordingly, the neutral money 
axiom provides a necessary condition for the quantity theory of money. 
This quantity theory states that any increases in the supply of money 
greater than any increase in total production by a fully employed labor 
force will directly increase the rate of price inflation. Nobel Laureate 
Milton Friedman (1970) stated his belief that money is neutral when he 
wrote: “We have accepted the quantity theory presumption…that 
changes in the quantity of money as such in the long run have a negligible 
effect on real income, so that nonmonetary forces are ‘all that matter’ for 
changes in real income [total production or GDP] over the decades and 
‘money does not matter’. On the other hand, we have regarded the quan-
tity of money …as all that matter for …the price level” (p. 27).

Oliver Blanchard (1990) characterized all the mainstream econometric 
models used by government agencies, central banks, and in academia, as 

 Why Neither Samuelson’s Neoclassical Synthesis Keynesianism… 



74 

follows: “All the models we have seen impose the neutrality of money as 
a maintained assumption. This is very much a matter of faith, based on 
theoretical considerations rather than on empirical evidence” (p. 828).

It follows that most mainstream economists and almost all politicians 
believe that the primary role of the central bank is to control the rate of 
expansion of the money supply in order to directly affect the rate of infla-
tion. Since in Keynes’s theory, money is not neutral and therefore the role 
of monetary policy is not to directly affect the rate of price inflation but 
rather to assure orderliness in the operation of public financial markets by 
providing sufficient liquidity in order to avoid any financial crisis.

For the most part, central bankers such as Alan Greenspan or Janet 
Yellen tend to indicate to the public that easing or tightening of mone-
tary policy depends on the rate of inflation that the economy is experi-
encing. In recent years, the Board of Governors of the Federal Reserve has 
indicated a 2 percent rate of price inflation is a target rate for monetary 
policy. Thus, when the rate of inflation is less than 2 percent, the public 
can expect an easy monetary policy, while if the rate of inflation exceeds 
2 percent, one can expect that the Federal Reserve will engage in a tight-
ening of monetary policy.

When the global financial crisis of 2007–8 occurred, however, the 
Federal Reserve engaged in a policy that was labeled quantitative easing 
or QE. In essence, a policy of quantitative easing was adopted because the 
Federal Reserve recognized that the disorderly price collapse of many 
derivative financial markets involved a rush by market participants to 
make a fast exit from holding these derivative securities in their portfo-
lios. This set off fears of participants in many other financial markets of a 
possible spreading of price disorderliness. Such fears induced financial 
market participants to make a fast exist in order to substitute some global 
liquid money holdings as the safe financial asset harbor to protect the 
liquidity of their portfolio holdings.

Consequently, the Federal Reserve apparently saw the need for it to 
become the market maker in US government bonds and many derivative 
securities by entering these markets to directly purchase over $4 billion of 
US government bonds and derivative securities. By doing so, the Federal 
Reserve created significant additional liquidity and therefore the feeling 
of more security for participants in financial markets.
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It is evidently clear that the quantitative easing policy of the Federal 
Reserve prevented the Great Recession which began in 2008 (and was a 
result of the global financial crisis of 2007–8) from developing into a 
Great Depression similar to the global economic collapse of the 1930s.

Notes

1. A more detailed analysis of how mainstream macroeconomics is not 
Keynes’s economics is presented in Davidson (2015, chap. 5).

2. These sentences do not appear in The Collected Writings of John Maynard 
Keynes, vol. 17. B. Schefold (1980, pp. 175–176) has called attention to 
the fact these sentences appear in the German language edition but not in 
The Collected Writings.

3. For example, see Davidson (2017).
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4
The Role of Commercial Banks 

and Financial Intermediaries in the New 
Consensus Macroeconomics (NCM): 
A Preliminary and Critical Appraisal 

of Old and New Models

Giuseppe Fontana and Marco Veronese Passarella

1  Introduction1

The early 1990s were marked by a convergence of views in mainstream 
macroeconomics. That convergence gave rise to the so-called New 
Consensus in Macroeconomics (NCM hereafter), which conquered the 
academic word, central banks and other major policy-making institu-
tions around the world (Arestis 2007; Tovar 2009; Woodford 2009). The 
NCM was regarded as a ‘new neoclassical synthesis’ incorporating impor-
tant elements of both New Keynesian economics and Real Business Cycle 
economics (Goodfriend and King 1997; Goodfriend 2004; Dixon 2008; 
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Fontana 2009b; McCombie and Pike 2013). In 2000 John Taylor, a 
 leading contributor to the development of this new macroeconomic par-
adigm, listed the most original features of the NCM:

First, the long-run real GDP trend, or potential GDP, can be understood 
using the growth model that was first developed by Robert Solow and that 
has now been extended to make ‘technology’ explicitly endogenous. 
Second, there is no long run trade-off between inflation and unemploy-
ment, so that monetary policy affects inflation, but is otherwise neutral 
with respect to real variables in the long run. Third, there is a short run 
trade-off between inflation and unemployment with significant implica-
tions for economic fluctuations around the trend of potential GDP; the 
trade-off is due largely to temporarily sticky prices and wages. Fourth, 
expectations of inflation and of future policy decisions are endogenous and 
quantitatively significant. Fifth, monetary policy decisions are best thought 
of as rules, or reaction functions, in which the short-term nominal interest 
rate (the instrument of policy) is adjusted in reaction to economic events. 
(Taylor 2000, p. 90)

Much has happened between 2000 and today, including a worldwide 
dramatic financial and banking crisis, a consequent devastating recession 
and a prolonged stagnation period, which continues today. There is now 
a unanimous consensus in the economic profession that commercial 
banks (banks for short) and financial intermediaries are at the heart of 
these remarkable economic events. Therefore, it may seem odd that 
Taylor (2000) does not mention banks and financial intermediaries 
among the most original features of the NCM. It was not a mistake or 
oversight of the paper. Banks and financial institutions were rarely men-
tioned, let alone modelled, in the original NCM model (e.g. Woodford 
2003; see, also, for a critical analysis, Goodhart 2010). This is really 
extraordinary vis-à-vis the fact that the NCM model was enthusiastically 
adopted by most central banks and treasuries around the world (see, e.g. 
Adolfson et al. 2007; Smets and Wouters 2003, 2007; Tovar 2009). Yet, 
some interesting attempts to account for banks and financial institutions 
in mainstream macroeconomic modelling were made in the early 1980s. 
The so-called financial accelerator mechanism (FAM hereafter) literature 
pioneered by Ben Bernanke (Bernanke 1981, 1983; Bernanke and Gertler 
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1989) analysed the role of banking and financial frictions as triggers or 
amplifiers of the business cycle. The FAM literature has been rediscovered 
after the 2007–2008 financial crisis. It has been used to amend the NCM 
model to account for the nature and role of banks and financial interme-
diaries in modern economies (see, among others, Christiano et al. 2013; 
Del Negro et al. 2014).

The purpose of this chapter is to offer a preliminary and critical review 
of the progress made in mainstream macroeconomics in the last two to 
three decades. Did really the NCM model ignore banks and financial 
intermediaries? Are the core theoretical propositions of the NCM unable 
to explain some important features of real-world economies, and espe-
cially the remarkable economic events of the last decade? And how the 
insights and results of the FAM literature have been encompassed into 
the NCM model? What are the prospects, if any, for the new NCM cum 
FAM model to explain the nature and role of banks and financial inter-
mediaries in modern economies? These are some of the main questions 
that this chapter tries to answer.

The chapter is organised as follows. Section 2 presents the three- 
equation model describing the macroeconomic core of the NCM in a 
closed economy, the so-called benchmark NCM model. It highlights the 
nature and role of the ‘rational expectations hypothesis’ (REH hereafter), 
and the concept of the ‘natural equilibrium’ in the benchmark NCM 
model. It also proposes an amended version of the latter, which takes into 
account criticisms raised against the use of the REH and natural equilib-
rium in the NCM. The so-called augmented NCM model allows for the 
possibility of interdependence between aggregate demand and aggregate 
supply, a hallmark of real-word economies captured by demand-led Post 
Keynesian economic models (Setterfield 2002, 2010; Fontana 2009a, 
2010; Palacio-Vera 2009), via some hysteresis effects. Section 3 reviews the 
core features and main results of the FAM literature and presents a simple 
set of equations describing the ‘benchmark FAM model’. It also draws 
attention to the nature and role of banks and financial intermediaries in 
the latter model. Furthermore, it proposes an augmented NCM cum FAM 
model (‘augmented FAM model’, for short), which allows for hysteresis 
effects. A table summarises all models discussed in the chapter, namely, the 
benchmark NCM model, the augmented NCM model, the benchmark  
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FAM model, and the augmented FAM model. Section 4 assesses the cur-
rent state of mainstream macroeconomics. It reviews many attempts that 
have been made to amend the NCM model in order to fix its failure to 
explain the remarkable economic events of the last decade. It highlights 
how the absence of banks and financial intermediaries, and systematic 
errors in inflation forecasting, has been accounted for in the new aug-
mented FAM model. It also discusses the inability of the latter to allow 
for the possibility that financial instability is an endogenous by- product 
of the normal functioning of modern economies. Furthermore, it consid-
ers the monetary policy implications of the augmented FAM model, 
including the possibility of replacing the dominant price stability goal 
with an alternative financial stability goal, which aims to stabilise the 
market value of private and public financial assets. Finally, Sect. 5 offers 
some final remarks.

2  A Critical Analysis of the Benchmark 
NCM Model

The macroeconomic core of the NCM can be described through three 
reduced-form (or aggregate) equations, namely, an aggregate demand 
equation, an inflation equation and an interest rate rule. Each macro-
economic equation is in turn strictly microeconomics-founded, that is, 
every relationship among aggregate magnitudes is derived from the 
constrained inter-temporal optimisation of an individual utility func-
tion. This function underpins the behaviour of a single, sovereign, com-
pletely rational representative agent with perfect foresight, who 
maximises its utility over an infinite horizon by combining labour 
supply/leisure time and consumption/saving in each period. McCombie 
and Pike (2013) label these features the ‘paradigmatic heuristics’ or 
‘pseudo-assumptions’ of the NCM model (see also McCombie and 
Negru 2014, who explore the general question of paradigm-dependent 
economic theories).

In simple algebraic terms, the reduced-form benchmark model can be 
represented as follows (Clarida et al. 1999; De Grauwe 2010; see, for a 
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critical assessment of it, Arestis 2007, 2009; Arestis and Sawyer 2004, 
2006, 2008):
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where Yt
g  is the current output gap, πt is the current inflation rate, πT is 

the target inflation rate, rt is the current nominal interest rate, RRt
∗  is the 

natural or optimal real interest rate, E(⋅) defines future expected values, 
a0, a1, a2, a3, b1, c1, c2 > 0, (b2 + b3) = 1 and 0 < c3 < 1.2

Equation (4.1) corresponds to the old IS curve and is grounded on the 
separation between aggregate demand and aggregate supply, with the 
(growth of ) natural output being supply-determined and independent of 
the level, and rate of change, of aggregate demand (Fontana 2010). It 
shows that the output gap—that is, the difference between the (loga-
rithm of ) actual output and its ‘natural’ or potential or long-run level—
depends negatively on the expected real interest rate. The output gap 
depends also positively on the past and expected future output gaps. 
Equation (4.2) corresponds to the ‘accelerationist’ (or expectations- 
augmented, New Keynesian) Phillips curve, acting as the aggregate sup-
ply function. It shows that the inflation rate depends positively on the 
output gap (and also on the past inflation and the expected future infla-
tion), signalling demand pressures. For this reason, it is sometimes called 
the ‘inflation-adjustment (IA) line’ (e.g. Romer 2000; Taylor 2000). 
Equation (4.2) can be considered as the equivalent of the NAIRU prin-
ciple (e.g. Lavoie 2006, p. 169): the inflation rate accelerates whenever 
the actual (growth rate of ) demand and output exceeds the natural (rate 
of growth of ) output. Equation (4.3) is the monetary policy rule or the 
reaction function of the central bank. It incorporates the well-known 
‘Taylor rule’ (e.g. Taylor 1993, 1999), according to which changes in the 
nominal interest rate set by the central bank are positive function of the 
‘natural’ real interest rate, the expected future inflation rate, the past 
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output gap and the past inflation gap (i.e. the deviation of the actual 
inflation in previous period from its target value). In formal terms, it is 
usually derived from the minimisation of the ‘loss function’ of the central 
bank, where the losses for each period are a weighted average in quadratic 
terms of the deviation of inflation from its target rate, and of current 
output relative to its potential level (Woodford 2003, p.  381). Since 
prices are supposed to be sticky in the short run, and changes in expected 
inflation are taken into account, when steering the nominal rate, the cen-
tral bank is effectively setting the real interest rate (Romer 2000, p. 155).

Two points are worthy to mention here. First, the interest rate policy 
rule replaces the traditional LM curve in the IS-LM-AS model, along 
with its assumption that the central bank targets the money supply. In 
the NCM the central bank is able to influence the short-run real interest 
rate, and money is a residual (Meyer 2001). Second, the short-run sticki-
ness of prices also explains the limited effectiveness of monetary policy. In 
the long run, prices are flexible, and hence the central bank is unable to 
influence the real interest rate. Therefore, monetary policy affects real 
variables and inflation in the short run, but is neutral in the long run. 
Finally, notice that combining Eq. (4.1) with Eq. (4.3) gives a negatively 
sloped relationship between inflation and output gap, which represents 
the aggregate demand function of the model (see, among others, Romer 
2000; Taylor 2000; Fontana and Setterfield 2009).

The closure of the model (4.1)–(4.3) requires the specification of the 
nature of expectations, that is, of the form of the set of functions E(·). In 
this regard, NCM authors admit that expected values of inflation and 
output may deviate from actual values in the short run. This discrepancy, 
in turn, may temporarily push the economic system out of its natural 
equilibrium state (or natural growth path). Consequently, there is some 
room for public intervention in the short run, though mainly through 
the steering of the target interest rate, in order to anchor inflation expec-
tations. By contrast, forecasts could not be systematically wrong over 
time. The rational expectations hypothesis, that is, the assumption that 
agents know the right economic model and can use all information effi-
ciently, remains the first theoretical pillar of the NCM. Exogenous non- 
systematic shocks may affect the equilibrium in the long run: in Eqs. 
(4.1), (4.2), and (4.3), this random component is ‘captured’ by εi (with 
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i  = 1, 2, 3). But, apart from this, every systematic economic policy is 
doomed to leave real magnitudes, notably output and employment rate, 
unchanged. For instance, the only long-run effect of a long-lasting expan-
sive fiscal stimulus would be an increase in inflation and (both nominal 
and real) interest rates (Fontana 2009b, c). This result is the NCM equiv-
alent of the well-known neoclassical principle of the long-run neutrality 
of demand-led macroeconomic policies (Fontana 2011). In addition to 
rational expectations, the other theoretical pillar of the NCM is the 
notion of a natural (or long-run or trend) equilibrium, namely, the state 
towards which a fully competitive economy would tend in the long run, 
when the inflation expectations of agents are utterly fulfilled. In the natu-
ral equilibrium state, output and employment levels are determined by 
three factors: (i) the quantity of labour-force and capital (i.e. the stock of 
resources), (ii) the system of preferences of individual agents (i.e. the util-
ity function of consumers or households), and (iii) the available technol-
ogy (i.e. the production function of firms).

The mechanics of the NCM model follows from the theoretical pillars 
discussed above. A departure of output from its natural level (or natural 
growth rate) causes inflation to change, which in turn leads the central 
bank to move the short-run nominal interest rate, and given the sticki-
ness of price, the short-run real interest rate, such that to bring current 
output back to its normal level.3 This is the so-called nominal-anchor 
function of monetary policy (Allsopp and Vines 2000, p. 11). The insti-
tutional structure of the economy, including prevailing conditions on the 
labour market, is sometimes considered, but the natural or potential level 
of output is always independent of aggregate demand changes, including 
fiscal and monetary policy led changes.

However, the two theoretical pillars of the NCM modern, namely, the 
rational expectations hypothesis and the notion of a natural (or long-run 
or trend) equilibrium, are problematic (Hargreaves-Heap 1980). Real- 
world economies are essentially non-ergodic and path-dependent systems 
(Davidson 1978; Hanngsen 2006). Economic variables do not progress 
steadily towards an exogenously given unique and stable equilibrium. 
They can reach several (suboptimal) equilibria, and each of the equilibria 
achieved depends on past values. On the whole, it is not clear how the 
natural equilibrium would be reached in the long run. The achievement 
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of such an optimal position is simply postulated. In order to clarify this 
point, a simplified version of the previous three-equation NCM model is 
presented below:
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where α0, α1, β1, γ1, γ2 > 0. The main difference with the previous model 
is that Eq. (4.4) now determines the current value (or growth rate) of 
output, Yt, instead of its gap with the natural level (or growth rate),Y t

n

[ ]  
(where square brackets show that, in principle, natural output is indepen-
dent of current conditions). In addition, for the sake of simplicity, Eqs. 
(4.4) and (4.5) are assumed not to be forward-looking. The variable RR* 
in Eq. (4.6) is the real rate of interest assuring the ex ante matching of 
savings and investment at the natural level of output. It corresponds to 
the Wicksellian natural rate of interest (Fontana 2007) and can be derived 
by substituting Eq. (4.4) in Eq. (4.6). Then, by imposing that the actual 
inflation rate equals the target rate, and that the output gap is nil, it 
follows:
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If the central bank sets the value of RRt
∗  in accordance with Eq. (4.7), 

then the economy reaches its natural equilibrium, and the system (4.4)-
(4.5)-(4.6)-(4.7) behaves like the system (4.1)-(4.2)-(4.3). Yet, the 
assumption that the level (or growth rate) of potential output is an exog-
enous variable has been criticised by several authors. Labour productivity 
(e.g. the impact of learning by doing of workers, technological innova-
tions and investment in fixed capital) and the availability of labour force 
(e.g. migration flows) are strictly linked to the current level of demand 
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and output (Setterfield 2002; León-Ledesma and Thirlwall 2002; Lavoie 
2006; Fontana and Palacio Vera 2007; McCombie and Pike 2013; Sawyer 
2013). All these factors affect the future potential output of the economy. 
Following Lavoie (2006, p. 182), the reduced-form NCM model (4.4)-
(4.5)-(4.6)-(4.7) should, therefore, be amended by introducing an addi-
tional equation:

 
Y Y Y Yt

n
t
n

t t
n= + −( ) +− − −1 1 1 4φ ε

 
(4.8)

where 0 < ϕ ≤ 1.
Equation (4.8) means that the short-run level of output affects the 

long-run potential or natural level of output (Lavoie 2006, p. 181; see 
also Flaschel 2000; Fontana 2010). In other words, Eq. (4.8) allows for 
hysteresis effects to be introduced into the benchmark NCM model, in 
this way allowing for the interdependence between the aggregate demand 
for and the aggregate supply of goods and services. For this reason, the 
reduced-form NCM model (4.4)-(4.5)-(4.6)-(4.7)-(4.8) is labelled the 
augmented NCM model in the rest of this chapter.

3  Adding Banks and Financial 
Intermediaries to the NCM Model

In the aftermath of the 2007–2008 financial crisis, several scholars argued 
that the NCM model is not fit for modern economies. It does not capture 
fundamental aspects of the working of financially sophisticated capitalist 
economies, including the possibility of financial turmoil, financial and 
banking crises and related prolonged recessions (e.g. Foley and Farmer 
2009; Krugman 2009; Buiter 2009; Spaventa 2009). Lucas (2009) seems 
to agree with this view. He maintains that the 2007–2008 financial crisis 
was not predicted because such events cannot be predicted by NCM 
model (and related DSGE models alike): simulations based on the NCM 
model are not an ‘assurance that no crisis would occur, but […] a forecast 
of what could be expected conditional on a crisis not occurring’ (Lucas 
2009). In this regard, one of the main theoretical issues, with significant 
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practical consequences (see, e.g. Allington et al. 2012), is that the bench-
mark NCM model relies on both the ‘efficient market hypothesis’ (EMH 
hereafter) and the ‘Modigliani-Miller theorem’ (MMT hereafter), in the 
medium to long run at least (Veronese Passarella 2014). According to the 
EMH, prices of traded assets always reflect all available information, 
while the MMT maintains that, under a number of restrictive assump-
tions, the value of a firm is unaffected by how it is financed. As a result, 
given enough long time, money and finance would not affect output and 
employment, but only inflation and nominal interest rates. This again is 
not surprising: if an autonomous investment function of firms is ruled 
out of the model, then conditions of financing of investment (and cur-
rent production) cannot, by definition, influence real variables.

The explicit analysis of the possible interaction between the real econ-
omy and the prevailing conditions in the banking and financial sectors is 
the core feature of the ‘financial accelerator mechanism’ (FAM) literature, 
originally developed by Bernanke, Gertler and Gilchrist during the early 
1980s (e.g. Bernanke 1981, 1983; Bernanke and Gertler 1989; see also 
Bernanke et al. 1996, 1999). The FAM literature recognises that firms 
need external finance in order to realise their investment projects. 
Furthermore, it brings to light the informational asymmetries between 
lenders (i.e. banks and financial intermediaries) and borrowers (i.e. firms). 
On this basis, then it analyses the process by which negative shocks to the 
real sector of an economy are amplified by the workings of the banking 
and financial sectors.

The FAM literature introduces several innovative aspects into the 
mainstream macroeconomic debate. First, the informational asymme-
tries between lenders and borrowers make both the EMH and the MMT 
so cherished by NCM authors inapplicable. Second, these informational 
asymmetries mean that lenders have little information about the reliabil-
ity of borrowers. Lenders face conventional agency costs, including mon-
itoring costs and potential bankruptcy risks, which in turn translate into 
a premium for firms of the cost of external finance vis-à-vis internal 
finance. Third, in the face of informational asymmetries, banks and 
financial intermediaries assess the ability of repaying loans by using the 
market value of the net worth of firms, that is, the collateralised assets of 
firms.
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Two important implications follow from these theoretical innovations. 
First, the net worth, and hence the ability to borrow of firms moves pro- 
cyclically (e.g. Bernanke and Gertler 1989). An increase in asset prices 
and cash flows raises the net worth of firms, and reduces the premium of 
external finance on internal finance. This in turn boosts investment, 
aggregate demand and economic activity, which have then positive feed-
backs on the net worth of firms and so on. Similarly, a fall in assets prices 
triggers a vicious self-reinforcing cycle. A reduction in the net worth of 
firms leads banks and financial intermediaries to tighten financing condi-
tions. This reduces the ability of firms to borrow and finance investment. 
Economic activity falls, which then further reduces assets prices and the 
net worth of firms, and so on. This is the core of the FAM. An initial 
shock to the economy, however small it is, is likely to be amplified by 
changes in the balance sheets of firms and, more generally, by conditions 
in the banking and financial sectors. Second, the dynamics of the FAM is 
intrinsically nonlinear, since it depends on both the current level of inter-
nal finance of firms, and the general conditions of the economy. For 
instance, the more an economy is in a deep recession, the less likely would 
be the availability of external and internal finance, and hence the stronger 
will be the autoregressive movement in demand (e.g. Bernanke and 
Gertler 1989, pp. 14–15; Bernanke et al. 1996, pp. 3–4). This, in turn, 
will produce dramatic effects for firms. They will be accumulating excess 
inventories, while reducing the employment level and/or real wages bar-
gained with workers (e.g. Greenwald and Stiglitz 1993, p. 109).

It is worthy to note that references to an exogenously given natural 
level or rate of growth of output are rare in the FAM literature. On the 
one hand, it is clearly stated that the methodological starting point of the 
FAM model is the benchmark NCM model. On the other hand, FAM 
scholars ignore long-run financial relationships in their works (e.g. 
Bernanke and Gertler 1989, p. 15). In other words, price flexibility is no 
longer regarded as the natural or long-run condition of the system, but 
just as the limiting case—as Bernanke et al. (1999, p. 6) call it. The long 
run is regarded as an ideal path, rather than as the historical tendency of 
capitalist economies. But then, if the relationship between price sticki-
ness and price flexibility is reversed, with the latter being the exception 
rather than the norm, short-run sub-optimal equilibria become the rule, 
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and so it does public intervention. This controversial interpretation of the 
FAM literature is supported by the repeated reference to the debt- 
deflation theory of Fisher (1933), and also by mention of the work of 
Minsky and Kalecki (e.g. Bernanke et al. 1999; Bernanke 1983, which 
quotes Minsky 1977). In fact, the discussion by FAM scholars of agency 
costs resonate the Minskian ‘objectivation’ of the lender risk into interest 
rates, fees and commissions that firms have to pay in order to access exter-
nal financing (e.g. Minsky 1986). In this regard, another interesting fea-
ture of FAM models is the assumed heterogeneity of agents. As Bernanke 
et  al. (1996) explain these models ‘step outside the convenient 
representative- agent paradigm … [since] the distribution of wealth affects 
the dynamics of the economy in a nontrivial way’ (pp. 3–4).

According to FAM scholars, during economic recessions the realloca-
tion of bank lending from firms whose net worth is decreasing to more 
solvent firms triggers a ‘flight-to-quality’ (or ‘flight-to-safety’) process. 
This, in turn, increases the financial fragility of a country. Against this 
background, it is argued that large corporations are likely to be less hit by 
the greater cost (or difficulty) in obtaining credit in downturns compared 
to small firms. FAM scholars then conclude that ‘recessions that follow a 
tightening of monetary policy are perhaps most likely to involve a flight 
to quality, because of the adverse effect of increased interest rates on bal-
ance sheets and because of monetary tightening may reduce flows of 
credit through the banking system’ (Bernanke et al. 1996, p. 6; see also 
Bernanke and Blinder 1988). To put it differently, FAM scholars seem to 
argue that monetary policy affects output and other real magnitudes not 
so much because prices are sticky, as it is assumed in the benchmark 
NCM model, but rather because it affects the price and access to external 
finance, which has a crucial impact on the investment and production 
plans of firms.

As far as the formal modelling is concerned, the benchmark FAM 
model is usually obtained through a process of microeconomic founda-
tion of the macroeconomic dynamics. This is done by considering a pro-
duction (or investment) technology that involves asymmetric information 
between firms, who have direct access to the technology, and banks and 
financial intermediaries, who have not. In addition, it is assumed that 
banks and financial intermediaries incur agency costs in order to observe 
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the investment returns of firms. These costs are in turn assumed to be a 
decreasing function of the soundness of the balance-sheet of borrowers, 
that is, the net wealth of firms. Finally, since the latter is likely to move 
pro-cyclically, agency costs will behave counter-cyclically, therefore 
improving lending conditions in booms and deteriorating them in reces-
sions. In this way, the accelerator (macroeconomic) effect of income on 
investment is brought back to a simple (microeconomic) principal-agent 
problem (Bernanke et al. 1996, p. 27).

The simplest way to include the FAM mechanism within the bench-
mark NCM model discussed in the previous section is to replace Eq. 
(4.1) with the following:

 
Y a a Y a E Y a r E a Ht

g
t
g

t
g

t t t= + + ( ) − − ( )  + +− + + −0 1 1 2 1 3 1 4 1 1π ε
 

(4.9)

with:

 
H H Yt t t

g= + +−1 4ω ε
 

(4.10)

where Ht is the net worth of investing firms, 0 < ω < 1 is the share of 
aggregate (retained) profits and capital gains in total output (gap) and 
α4 > 0 is the sensitivity of total output gap to changes in the creditwor-
thiness of firms, through changes in the finance available for invest-
ment. The basic idea underpinning Eqs. (4.9) and (4.10) is that 
investment, and hence current output, is crucially affected by the finan-
cial soundness of the consolidated balance-sheet of firms. More pre-
cisely, the lower (higher) the amount of internal funds accumulated by 
firms over the previous periods, the lower (higher) will be current 
investment and output. It is worthy to note that changes in internal 
funds can affect production decisions both through the self-financing 
of investment (direct channel) and through the degree of creditworthi-
ness of firms used by banks and financial intermediaries (indirect chan-
nel). Whatever the prevalent channel, the result is a strengthening and 
extension of the short-run effects of aggregate demand on output and 
employment levels.
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Table 4.1 presents the four different mainstream macroeconomic 
models discussed in this chapter, notably the benchmark NCM model 
(I), the augmented NCM model (II), the benchmark FAM model (III) 
and the augmented FAM model (IV). Models (I)–III) have been exam-
ined above, while model (IV) is a modified version of model (II). It takes 
into account the cumulative effects on investment of changes in the mar-
ket value of the net worth of firms, as it occurs in model (III). Yet, unlike 
model (III), model (IV) does not involve any exogenously given natural 
level of output towards which the economy is assumed to move. In alge-
braic terms, it is derived by replacing Eq. (4.4) of model (II) with Eq. 
(4.11):

 
Y r Ht t t t= − −( ) + +− − −α α π α ε0 1 1 1 2 1 1  

(4.11)

where α2 > 0, while Eq. (4.10) can be rewritten as:

 
H H Y Yt t t t

n= + −( ) +−1 4ω ε
 

(4.12)

Consequently, the interest rate rule defined by Eq. (4.7) must be 
replaced by Eq. (4.13):

 
RR Y Ht t

n
t

∗
−= − +( )α α α0 2 2 1/

 
(4.13)

The model determined by the system of equations (4.11)-(4.5)-(4.6)-
(4.13)-(4.8)-(4.12) is a synthesis of models (II) and (III): like in model 
(III) changing conditions in the banking and financial sectors amplify 

Table 4.1 Four different mainstream macroeconomic models

Without finance
With finance 
(accelerator)

Temporary effect of demand (I) Benchmark NCM (III) Benchmark FAM
Permanent effect of demand 

(hysteresis)
(II) Augmented NCM (IV) Augmented FAM

Source: Authors’ construction
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real shocks and can trigger booms and recessions. In addition, like in 
model (II), long-run levels of output and employment are affected via 
hysteresis effects by the current level of demand. This second feature is 
what distinguishes it from the benchmark FAM model.

Interestingly, FAM scholars acknowledge that the financial accelerator 
introduces a long-lasting (though not ever-lasting) hysteresis effect of 
aggregate demand into the benchmark NCM model. In the absence of 
information asymmetries—it is argued—investment demand can be 
safely assumed to be fixed over time, in the first approximation at least. 
By contrast, ‘when information asymmetries are present, investment 
demand will vary and be history-dependent’ (Bernanke and Gertler 
1989, p. 20). This effect has important policy implications, namely, that 
one of main goals of central banks should be to strengthen the balance- 
sheets of economic agents, through the stabilisation of financial asset (viz. 
collateral) markets. This policy implication of the FAM is explored in 
great details in the next section.

4  The Current State of Macroeconomics

The repeatedly wrong predictions, and especially the failure in provid-
ing a satisfactory explanation of the 2007–2008 US crisis and the sub-
sequent global financial crisis and economic recession, have represented 
a serious blow for the reputation of the NCM. There have been two 
main reactions to this in the economic discipline. Some scholars have 
argued that the proclaimed consensus around the benchmark NCM 
model was short- lived and finally unsuccessful (e.g. Buiter 2009). Other 
scholars have accepted the shortcomings of their original macroeco-
nomic analyses and tried to amend the NCM model. As argued by 
McCombie and Pike (2013), the analytical core of the NCM model is 
in fact still ‘seen by many to be relatively unscathed (but with the 
imperative to build in assumptions that allow for debt default and 
bankruptcy)’ (p.  521). To be fair, attempts to make the benchmark 
NCM model more realistic were made before the onset of the 
2007–2008 financial crisis. The most popular way was to modify the 
benchmark NCM model to allow for the possibility that a fraction of 
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households or consumers cannot access financial markets. As these 
non-Ricardian consumers cannot borrow or save to smooth consump-
tion, they follow a simple ‘rule of thumb’, namely, they always spend all 
current labour income on current consumption. Galì et  al. (2004) 
showed that ‘if the weight of such rule-of-thumb consumers is large 
enough, a Taylor-type rule must imply a (permanent) change in the 
nominal interest rate in response to a (permanent) change in inflation 
that is significantly above unity, in order to guarantee the uniqueness of 
equilibrium. Hence, the Taylor principle becomes too weak a criterion 
for stability when the share of rule-of-thumb consumers is large’ 
(p.  740). Furthermore, the presence of non-Ricardian consumers is 
proved to affect significantly the reaction of an economy to fiscal policy 
shocks. For instance, an increase (decrease) in government spending 
entails now a remarkable increase (decrease) in output, in the short to 
medium run at least. This conclusion has been further strengthened by 
recent work indicating that the actual size of the multiplier of govern-
ment spending is larger than one, either when the zero-lower bound on 
the nominal interest rate binds or the nominal interest rate is constant 
(e.g. Christiano et al. 2009).

In the aftermath of the financial crisis, attempts to improve or update 
the benchmark NCM model have multiplied. There have been two main 
targets of the original benchmark NCM model. First, scholars have 
focused their efforts on systematic errors in inflation forecasting. Second, 
and related to the previous point, scholars have tried to model financial 
markets and financial frictions. Starting with the former, the overestima-
tion of deflationary effects of the financial crisis in the benchmark NCM 
model has been usually regarded as the consequence of the underestima-
tion of price stickiness, which is captured by the so-called Calvo parameter 
in the accelerationist Phillips curve (Calvo 1983), namely, Eq. (4.2). The 
underestimation of the degree of price rigidity has, in turn, been explained 
by the lack of financial frictions in the benchmark NCM model. Once 
these frictions are introduced, it is argued that the NCM model accurately 
predicts the behaviour of the US economy since 2008, including the weak 
drop in inflation rate. Intuitively, the rationale is that financial  
frictions make the Phillips curve ‘flatter’, that is, they reduce the parame-
ter b1 in Eq. (4.2), or the parameter β1 in Eq. (4.5), presented above. The  
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US crisis could therefore be interpreted and modelled as the result of 
aggregate demand shocks in the presence of a flat aggregate supply curve 
(e.g. Del Negro et al. 2014, pp. 19–21).

As far as the explicit modelling of financial markets and financial fric-
tions is concerned, some NCM scholars have explored the effects of vola-
tile risk premia, by assuming that fluctuations in these premia are the 
most important shocks driving the business cycle. This insight closely 
follows the work of Bernanke and Gertler (1989) and Bernanke et  al. 
(1999). It represents an attempt of developing the benchmark FAM 
model, where the major difference between old and new models is mainly 
the accuracy of theoretical modelling and econometric techniques. In 
this regard, a fundamental contribution has been provided by Christiano 
et al. (2013), who assume that firms combine internal funds with exter-
nal funds, namely, bank loans, to acquire raw (physical) capital, and that 
the interest rate on loans includes a ‘premium’ covering the costs of 
default of firms. The production of goods and services is then likened to 
a process in which firms convert raw capital into effective capital under 
‘idiosyncratic uncertainty’ or ‘risk’. Christiano et  al. (2013) show that 
increases in risk premia raise the premium charged by banks, and reduce 
the supply of loans. In this way, they argue that increases in risk premia 
could account for some key features of the 2007–2008 financial crisis 
and related economic recession:

With fewer financial resources, entrepreneurs acquire less physical capital. 
Because investment is a key input in the production of capital, it follows 
that investment falls. With this decline in the purchase of goods, output, 
consumption and employment fall. For the reasons stressed in [Bernanke 
et al. 1999], the net worth of entrepreneurs – an object that we identify 
with the stock market – falls too. This occurs because the rental income of 
entrepreneurs falls with the decline in economic activity and because they 
suffer capital losses as the price of capital drops. Finally, the overall decline 
in economic activity results in a decline in the marginal cost of production 
and thus a decline in inflation. So, according to the model the risk shock 
implies a countercyclical credit spread and procyclical investment, con-
sumption, employment, inflation, stock market and credit. These implica-
tions of the model correspond well to the analogous features of US business 
cycle data. (Christiano et al. 2013, p. 2)
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In short, fluctuations in risk premia over the risk-free interest rate 
should be regarded as the main trigger (or amplifier) of the business cycle. 
Once this mechanism is introduced in the benchmark NCM model, this 
is shown to accurately reproduce US cyclical fluctuations since the mid- 
1970s (see, also, Gilchrist et al. 2009; Merola 2013). These results echo 
early work by Borio et al. (2001) and Borio (2006), which explored the 
effects of changes in the absolute level of financial risks over time. Borio 
and his colleagues show that, when incentives and potential mismeasure-
ments by financial market participants are allowed, the underestimation 
of risks in booms and the overestimation in recessions become a realistic 
possibility. This has deleterious effects on bank provisions and capital 
ratios. In turn, this strengthens the pro-cyclicality of bank profits, thereby 
encouraging banks to increase lending in booms and to reduce it in reces-
sions. Alternative recent ways of modelling of financial markets and 
financial frictions include the introduction of collateral constraints, cur-
rency risk premia in open economies, and Minsky-Fisher type of mecha-
nisms (see, for useful surveys, Brunnermeier et al. 2012; Roger and Vlcek 
2012). Other models have been obtained through the explicit inclusion 
of a heterogeneous, monopolistically competitive banking sector (e.g. 
Hafstead and Smith 2012). In summary, all recent attempts to improve 
or update the benchmark NCM model have tried in a way or another to 
model financial markets and financial frictions, and in this way they rep-
resent varieties of model (IV) presented in Table 4.1, namely, augmented 
FAM models.

The different augmented FAM models discussed above represent 
recent attempts by mainstream macroeconomists to improve or update 
the benchmark NCM model. For all interesting properties, these mod-
els share two problems, namely, a theoretical weakness and a policy 
 inconsistent problem that seem to hinder further progress in main-
stream macroeconomic theory and policy-making. Starting with the 
former, augmented FAM models assume that financial instability and 
long-lasting slumps are the result of exogenous market frictions, that is, 
imperfections, asymmetries or rigidities in the banking and financial 
sectors. They never allow for the possibility that financial instability is 
the endogenous by-product of the normal functioning of modern econ-
omies. In other words, augmented FAM models still assume like in the 
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old benchmark NCM model that in the long run free market forces 
would drive the economy towards a unique exogenously given and 
socially optimal equilibrium. It was this hypothesis of a natural equilib-
rium, coupled with the REH, which had left early NCM scholars with 
no other choice but the adoption of ad hoc assumptions about the 
stickiness of prices to fit real-world data. As explained by De Grauwe 
(2010), ‘[w]hy is it that in a world where everybody understands the 
model and each other’s rationality, agents would not want to go imme-
diately to the optimal plan using the optimal price? […] Calvo pricing 
is an ad hoc assumption forced unto the model to create enough inertia 
so that it would fit the data better’ (pp. 416–17). A similar consider-
ation could be made against modern macroeconomists attempting to 
update the benchmark NCM model by modelling conditions in the 
banking and financial sectors, including the possibility of financial 
instability, via ad hoc assumptions about exogenous market frictions. 
This critical stance has in fact led some behavioural economists to 
explore the effects of different heuristics on the financial behaviour of 
agents (e.g. De Grauwe 2010), while other economists are experiment-
ing with alternative macroeconomic modelling, including the ‘stock-
flow consistent’ approach of Godley and Lavoie (2007; see also among 
others, Dos Santos 2006; van Treeck 2009; Caverzasi and Godin 2015; 
Greenwood-Nimmo 2014; Sawyer and Veronese Passarella 2017; 
Nikiforos and Zezza 2017).

Notwithstanding the theoretical weakness of old and new FAM mod-
els discussed above, these latter models lead to a different rule of central 
banking vis-à-vis the benchmark NCM model. This is the policy incon-
stant problem. Although seldom pointed out, this policy implication of 
FAM models should not be underestimated. The point is that once it is 
admitted that lending is driven by the creditworthiness of borrowers, and 
thereby by the soundness of their balance-sheets, it turns out that the 
stabilisation of the market value of financial assets, especially those used 
as collaterals by firms, should be the priority of the central bank. The 
policy implication of FAM models would also highlight another real- 
world feature of the last couple of decades, namely, that the vast majority 
of refinancing operations in the interbanking market are conducted 
through REPOs, with government bonds acting as collaterals. But, if this 
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is the case, then the support of government bonds, and not price stability, 
should be regarded as the overriding concern of central banks, at least dur-
ing periods of recessions and economic stagnation. Notice that replacing 
risky private assets with low-risk government bonds guaranteed by central 
banks would further strengthen the soundness of the balance- sheets of 
firms, thereby contributing to smooth the business cycle (e.g. Fontana  
et al. 2017). This is the ‘portfolio effect’ pointed out by Minsky (1986) 
and recently rediscovered by Eggertsson and Krugman (2012, p. 1471).

In short, as a result of the 2007–2008 financial crisis and the failure of 
the NCM benchmark model to explain it, let alone to predict it, many 
attempts have been made to amend mainstream macroeconomics. The 
introduction of volatile risk premia, collateral constrains, currency risk 
premia in open economies and Minsky-Fisher type of mechanisms are 
the most innovative financial frictions used to improve the long- 
established NCM model. A severe limitation of these models is that they 
never allow for the possibility that financial instability is the endogenous  
by-product of the normal functioning of modern economies. Notwith-
standing this limitation, the introduction of financial frictions in the 
NCM model highlights the valuable role that central banks could play in 
stabilising the market value of financial assets, especially those used as 
collaterals by firms.

5  Summary and Conclusions

Early in the 1990s, a convergence of view emerged in mainstream mac-
roeconomics. The NCM model quickly spread among academics and 
policymakers alike. The 2007–2008 financial crisis, resulting recession, 
and the current stagnation period have highlighted a problematic feature 
of the model. Banks and financial intermediaries, which have played a 
vital role in the start and unfolding of these dramatic real-world events, 
are not mentioned, let alone modelled in the NCM.  During the last 
decade, several attempts have been made to improve and update the 
NCM model by adding to it a role for banks and financial intermediaries. 
This chapter has offered a preliminary and critical assessment of these 
efforts.
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The chapter has started with a discussion of the set of three equations 
describing the benchmark NCM model in a closed economy, and has 
highlighted the role that the REH and the notion of ‘natural equilibrium’ 
play into it. It has also discussed an amended version of the model, the 
augmented NCM model, which allows for the possibility of interdepen-
dence between aggregate demand and aggregate supply, such that it could 
capture some prominent features of real-world economies. The chapter 
has also reviewed the original contributions to the FAM made by 
Bernanke and his colleagues in the early 1980s. These contributions have 
recently been rediscovered by scholars aiming to assign a greater role to 
banks and financial intermediaries in mainstream macroeconomics. The 
original benchmark FAM model together with the recent augmented 
FAM model has been discussed at great length in order to highlight the 
nature and role of financial instability in these models. The main conclu-
sion of the chapter is that for all good intentions, there are two still main 
problems that seem to hinder progress in mainstream macroeconomic 
theory and policy-making. First, the policy implications of the recent 
theoretical innovations have not been fully explored. The augmented 
FAM suggests replacing price stability with financial stability as the main 
goal of central banks. Second, and more importantly, in the most recent 
mainstream macroeconomic models, financial instability is still modelled 
as the outcome of exogenous market frictions, rather than the endoge-
nous by-product of the normal functioning of modern economies.
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2. The values of the ‘deep parameters’ of the NCM and related DSGE mod-
els, i.e. the parameters which are supposed not to be affected by policy, are 
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usually obtained through either ‘calibration’ methods or Bayesian estima-
tion econometric techniques (Tovar 2009).

3. For a critical assessment of the monetary policy rules in the NCM, see 
Fontana and Palacio-Vera (2002), Brancaccio and Fontana (2013). See 
also Allington and McCombie (2005), for an analysis of the role of stock 
market prices in monetary policy rules.

References

Allington, N., & McCombie, J. S. L. (2005). Stock market prices and the con-
duct of monetary policy under the new consensus monetary policy. In 
P. Arestis, M. C. Baddeley, & J. S. L. McCombie (Eds.), The new monetary 
policy. Implications and relevance. Cheltenham: Edward Elgar.

Allington, N., McCombie, J. S. L., & Pike, M. (2012). Lessons not learned: 
From the collapse of long-term capital management to the subprime crisis. 
Journal of Post Keynesian Economics, 34(4), 555–582.

Allsopp, C., & Vines, D. (2000). The assessment: Macroeconomic policy. 
Oxford Review of Economic Policy, 16(4), 1–32.

Arestis, P. (2007). What is the new consensus in macroeconomics? In P. Arestis 
(Ed.), Is there a new consensus in macroeconomics? Houndmills: Palgrave 
Macmillan.

Arestis, P. (2009). New consensus macroeconomics: A critical appraisal. In 
G. Fontana & M. Setterfield (Eds.), Macroeconomic theory and macroeconomic 
pedagogy. Basingstoke: Palgrave Macmillan.

Arestis, P., & Sawyer, M. (2004). Can monetary policy affect the real economy? 
European Review of Economics and Finance, 3(3), 9–32.

Arestis, P., & Sawyer, M. (2006). The nature and role of monetary policy when 
money is endogenous. Cambridge Journal of Economics, 30(6), 847–860.

Arestis, P., & Sawyer, M. (2008). A critical reconsideration of the foundations of 
monetary policy in the new consensus macroeconomics framework. 
Cambridge Journal of Economics, 32(5), 761–779.

Bernanke, B. S. (1981). Bankruptcy, liquidity and recession. American Economic 
Review Proceedings, 71(2), 155–159.

Bernanke, B. S. (1983). Nonmonetary effects of the financial crisis in the propa-
gation of the great depression. American Economic Review, 73(3), 257–276.

 G. Fontana and M. V. Passarella



 99

Bernanke, B. S., & Blinder, A. S. (1988). Credit, money, and aggregate demand. 
American Economic Review, Papers and Proceedings of the One-Hundredth 
Annual Meeting of AEA, 78(2), 435–439.

Bernanke, B. S., & Gertler, M. (1989). Agency costs, net worth and business 
fluctuations. American Economic Review, 79(1), 14–31.

Bernanke, B. S., Gertler, M., & Gilchrist, S. (1996). The financial accelerator 
and flight to quality. Review of Economics and Statistics, 78(1), 1–15.

Bernanke, B. S., Gertler, M., & Gilchrist, S. (1999). The financial accelerator in 
a quantitative business cycle framework. In J.  B. Taylor & M.  Woodford 
(Eds.), Handbook of macroeconomics (Vol. 1). Amsterdam: Elsevier.

Borio, C. (2006, September). Monetary and prudential policies at a crossroads? 
New challenges in the new century (BIS working papers, no. 216).

Borio, C., Furfine, C., & Lowe, P. (2001, March). Procyclicality of the financial 
system and financial stability: Issues and policy options (BIS working papers, 
no. 1).

Brancaccio, E., & Fontana, G. (2013). Solvency rule versus Taylor rule. An 
alternative interpretation of the relation between monetary policy and the 
economic crisis. Cambridge Journal of Economics, 37(1), 17–33.

Brunnermeier, M. K., Eisenbach, T. M., & Sannikov, Y. (2012). Macroeconomics 
with financial frictions: A survey (NBER working paper series, no. 18102).

Buiter, W. (2009, March 3). The unfortunate uselessness of most ‘state of the art’ 
academic monetary economics. Financial Times.

Calvo, G. (1983). Staggered prices in a utility-maximizing framework. Journal 
of Monetary Economics, 12(3), 383–398.

Caverzasi, E., & Godin, A. (2015). Post-Keynesian stock-flow-consistent mod-
elling: A survey. Cambridge Journal of Economics, 39(1), 157–187.

Christiano, L., Eichenbaum, M., & Rebelo, S. (2009). When is the government 
spending multiplier large? (NBER working paper series, no. 15394).

Christiano, L., Motto, R., & Rostagno, M. (2013). Risk shocks (NBER working 
paper series, no. 18682).

Clarida, R., Galì, J., & Gertler, M. (1999). The science of monetary policy: A 
new Keynesian perspective. Journal of Economic Literature, 37(4), 1661–1707.

Davidson, P. (1978). Money and the real world. London: Macmillan.
De Grauwe, P. (2010). The scientific foundation of dynamic stochastic general 

equilibrium (DSGE) models. Public Choice, 144(3–4), 413–443.
Del Negro, M., Giannoni, M. P., & Schorfheide, F. (2014). Inflation in the 

Great Recession and New Keynesian models. Federal Reserve Bank of 
New York: Staff Reports, No. 618 (May 2013; revised January 2014).

 The Role of Commercial Banks and Financial Intermediaries… 



100 

Dixon, H. D. (2008). New Keynesian macroeconomics. In S. N. Durlauf & 
L.  E. Blume (Eds.), The new Palgrave dictionary of economics (2nd ed.). 
Basingstoke/New York: Palgrave Macmillan.

Dos Santos, C. H. (2006). Keynesian theorising during hard times: Stock-flow 
consistent models as an unexplored ‘frontier’ of Keynesian macroeconomics. 
Cambridge Journal of Economics, 30(4), 541–565.

Eggertsson, G. B., & Krugman, P. (2012). Debt, deleveraging, and the liquidity 
trap. Quarterly Journal of Economics, 127(3), 1469–1513.

Fisher, I. (1933). The debt-deflationary theory of great depressions. Econometrica, 
1(4), 333–357.

Flaschel, P. (2000). Keynes-Marx and Keynes-Wicksell models of monetary 
growth: A framework for future analysis. Review of Political Economy, 12(4), 
453–468.

Foley, D., & Farmer, J. D. (2009). The economy needs agent-based modelling. 
Nature, 460, 685–686.

Fontana, G. (2007). Why money matters: Wicksell, Keynes, and the new con-
sensus view on monetary policy. Journal of Post Keynesian Economics, 30(1), 
43–60.

Fontana, G. (2009a). Money, uncertainty and time. London: Routledge.
Fontana, G. (2009b). Whither new consensus macroeconomics? The role of 

government and fiscal policy in modern macroeconomics. In E.  Hein, 
T. Niechoj, & E. Stockhammer (Eds.), Macroeconomic policies on shaky foun-
dations – Whither Mainstream economics? (pp. 187–208). Marburg, Metropolis 
Verlag. Republished in Wray, L. R. (Ed.). (2013). Theories of money and bank-
ing, The international library of critical writings in economics series. Cheltenham: 
Edward Elgar.

Fontana, G. (2009c). The transmission mechanism of fiscal policy: A critical 
assessment of current theories and empirical methodologies. Journal of Post 
Keynesian Economics, 31(4), 587–604.

Fontana, G. (2010). The return of Keynesian economics: A contribution in the 
spirit of John Cornwall’s work. Review of Political Economy, 22(4), 517–533.

Fontana, G., & Palacio-Vera, A. (2002). Monetary policy rules: What are we 
learning? Journal of Post Keynesian Economics, 24(4), 547–568.

Fontana, G., & Palacio-Vera, A. (2007). Short-run output stabilisation all that 
monetary policy can aim for? Metroeconomica, 58(2), 269–298.

Fontana, G., & Setterfield, M. (2009). Macroeconomics, endogenous money 
and the contemporary financial crisis: A teaching model. International Journal 
of Pluralism and Economic Education, 1(1), 130–147.

 G. Fontana and M. V. Passarella



 101

Galì, J., López-Salido, J. D., & Vallés, J. (2004). Rule-of-thumb consumers and 
the design of interest rate rules. Journal of Money, Credit, and Banking, 36(4), 
739–763.

Gilchrist, S., Ortiz, A., & Zakrajšek, E. (2009, June 4–5). Credit risk and the 
macroeconomy: Evidence from an estimated DSGE model. Paper prepared for 
the FRB/JMCB conference ‘Financial Markets and Monetary Policy’, held at 
the Federal Reserve Board, Washington, DC.

Godley, W., & Lavoie, M. (2007). Monetary economics: An integrated approach to 
credit, money, income production and wealth. Basingstoke: Palgrave Macmillan.

Goodfriend, M. (2004). Monetary policy in the new neoclassical synthesis: A 
primer. Economic Quarterly, 90(3), 21–45.

Goodfriend, M., & King, R. (1997). The new neoclassical synthesis and the role 
of monetary policy. In B. S. Bernanke & J. Rotemberg (Eds.), NBER macro-
economics annual 1997 (Vol. 12). Cambridge, MA: MIT Press.

Goodhart, C. A. E. (2010). Money, credit and bank behaviour: Need for a new 
approach. National Institute Economic Review, 214, F73–F82.

Greenwald, B. C., & Stiglitz, J. E. (1993). Financial market imperfections and 
business cycles. Quarterly Journal of Economics, 108(1), 77–114.

Greenwood-Nimmo, M. (2014). Inflation targeting monetary and fiscal policies 
in a two-country stock-flow-consistent model. Cambridge Journal of 
Economics, 38(4), 839–867.

Hafstead, M., & Smith, J. (2012). Financial shocks, bank intermediation, and 
monetary policy in a DSGE Model. Available at: http://www.rff.org/
Documents/HafsteadSmith_September2012.pdf

Hanngsen, G. (2006). The transmission mechanism of monetary policy: A criti-
cal review, in P.  Arestis and M.  Sawyer (eds.), A handbook of alternative 
monetary economics, Cheltenham/Northampton: Edward Elgar.

Hargreaves-Heap, S. P. (1980). Choosing the wrong natural rate: Accelerating 
inflation or decelerating employment and growth. Economic Journal, 90(1), 
611–620.

Lavoie, M. (2006). A post-Keynesian amendment to the new consensus on 
monetary policy. Metroeconomica, 57(2), 165–192.

León-Ledesma, M. A., & Thirlwall, A. P. (2002). The endogeneity of the natural 
rate of growth. Cambridge Journal of Economics, 26(4), 441–459.

Lucas, R. (2009, August 6). In defence of the dismal science. The Economist.
McCombie, J. S. L., & Negru, I. (2014). On economic paradigms, rhetoric and 

the micro-foundations of macroeconomics. European Journal of Economics 
and Economic Policies: Intervention, 11(1), 53–66.

 The Role of Commercial Banks and Financial Intermediaries… 

http://www.rff.org/Documents/HafsteadSmith_September2012.pdf
http://www.rff.org/Documents/HafsteadSmith_September2012.pdf


102 

McCombie, J. S. L., & Pike, M. (2013). No end to the consensus in macroeco-
nomic theory? A methodological inquiry. American Journal of Economics and 
Sociology, 72(2), 497–528.

Merola, S. (2013). The role of financial frictions during the crisis: And estimated 
DSGE model (Working paper research, no. 249). National Bank of Belgium.

Meyer, L.  H. (2001). Does money matter? Federal Reserve Bank of St. Louis 
Review, 83(5), 1–15.

Minsky, H. P. (1977). A theory of systematic fragility. In E. I. Altman & A. W. 
Sametz (Eds.), Financial crises. New York: Wiley-Interscience.

Minsky, H.  P. (1986). Stabilizing an unstable economy. New Haven: Yale 
University Press.

Nikiforos, M., & Zezza, G. (2017). Stock-flow consistent macroeconomic models: 
A survey (Levy Economics Institute of Bard College working paper, no. 891). 
Forthcoming in the Journal of Economic Surveys.

Palacio-Vera, A. (2009). Money wage rigidity, monopoly power and hysteresis. 
In P.  Arestis & M.  Sawyer (Eds.), Path dependency and macroeconomics. 
London: Palgrave Macmillan.

Roger, S., & Vlcek, J. (2012). Macrofinancial modelling at central banks: Recent 
developments and future directions (IMF working papers, no. 21).

Romer, D. (2000). Keynesian macroeconomics without the LM curve. Journal 
of Economic Perspectives, 14(2), 149–169.

Sawyer, M. (2013). Endogenous money, circuits and financialisation. Review of 
Keynesian Economics, 1(2), 230–241.

Sawyer, M., & Veronese Passarella, M. (2017). The monetary circuit in the age 
of financialisation: A stock-flow consistent model with a twofold banking 
sector. Metroeconomica, 68(2), 321–353.

Setterfield, M. (2002). Introduction: A dissenter’s view of the development of 
growth theory and the importance of demand-led growth. In M. Setterfield 
(Ed.), The economics of demand-led growth: Challenging the supply-side vision of 
the long run. Cheltenham: Edward Elgar.

Setterfield, M. (2010). Handbook of alternative theories of economic growth. 
Cheltenham: Edward Elgar.

Smets, F., & Wouters, R. (2003). An estimated dynamic stochastic general equi-
librium model of the Euro area. Journal of the European Economic Association, 
1(5), 1123–1175.

Smets, F., & Wouters, R. (2007, February). Shocks and frictions in US business 
cycles. A Bayesian DSGE approach (Working paper series, no. 722). European 
Central Bank.

 G. Fontana and M. V. Passarella



 103

Spaventa, L. (2009). Economists and economics: What does the crisis tell us? 
Real-World Economics Review, 50(September), 132–142.

Taylor, J. B. (1993). Discretion versus policy rules in practice. Carnegie-Rochester 
Conference Series on Public Policy, 39(1), 195–214.

Taylor, J. B. (1999). Monetary policy rules. Chicago: University of Chicago Press.
Taylor, J. B. (2000). Teaching modern macroeconomics at the principles level. 

American Economic Review, 90(2), 90–94.
Tovar, C. E. (2009). DSGE models and central banks. Economics: Open Access/

Open Assessment E-Journal, 3, 1–30, Available at: http://www.economics-
ejournal.org

Van Treeck, T. (2009). A synthetic, stock-flow consistent macroeconomic model 
of financialisation. Cambridge Journal of Economics, 33(3), 467–493.

Veronese Passarella, M. (2014). Financialization and the monetary circuit: A 
macro-accounting approach. Review of Political Economy, 26(1), 107–127.

Woodford, M. (2003). Interest and prices: Foundations of a theory of monetary 
policy. Princeton: Princeton University Press.

Woodford, M. (2009). Convergence in macroeconomics: Elements of the new 
synthesis. American Journal of Economics: Macroeconomics, 1(1), 267–79 
(PDF file downloadable from: http://www.columbia.edu/~mw2230/
Convergence_AEJ.pdf. April 30th 2013).

 The Role of Commercial Banks and Financial Intermediaries… 

http://www.economics-ejournal.org
http://www.economics-ejournal.org
http://www.columbia.edu/~mw2230/Convergence_AEJ.pdf
http://www.columbia.edu/~mw2230/Convergence_AEJ.pdf


105© The Author(s) 2018
P. Arestis (ed.), Alternative Approaches in Macroeconomics,  
https://doi.org/10.1007/978-3-319-69676-8_5

5
Microeconomics, Mesoeconomics 

and Macroeconomics

Malcolm Sawyer

1  Introduction

I have long been puzzled over the accusation that macroeconomic analy-
sis (of the Keynesian and Kaleckian forms) suffers from a lack of micro-
economic foundations. The founders of macroeconomic analysis clearly 
provided microeconomic behaviour: Kalecki specifically in terms of pric-
ing (based on the degree of monopoly) and investment, though there was 
a lack of explicit household behaviour with regard to consumption (most 
or all of wage income taken to be consumed) and labour (where the avail-
able labour force was treated as socially determined and little influenced 
by the level of real wages). Keynes provided an analysis of investment 
decisions, price setting and labour supply at the micro level. But, what 
Kalecki, Keynes and many others did not conform to was the acceptance 
of the dominance of a microeconomic analysis based on utility optimisa-
tion over a well-known future, and they focused on some essential mac-
roeconomic relationships (in a way which is indicated below).
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For some, macroeconomic analysis sits uneasily with the idea of what 
economics covers. The well-known view of Lionel Robbins (1933) is that 
“Economics is the science which studies human behaviour as a relation-
ship between ends and scarce means which have alternative uses” (p. 15). 
I do not intend to get into issues of whether economics is or could be a 
science (or what is meant by being a science). This definition focuses on 
human behaviour without mention of the interactions between individu-
als nor of how co-ordination between individuals is achieved. It says 
nothing about the overall levels of economic activity or of any macroeco-
nomic relationships. As Joan Robinson (1972) observed, “It was just a 
coincidence that the book (Robbins 1933) appeared when means for any 
end at all had rarely been less scarce” (p. 1).

The American Economic Association cast the net a little, but not 
much, wider:

Economics can actually be defined a few different ways: it’s the study of 
scarcity, the study of how people use resources, or the study of decision- 
making. Economics often involves topics like wealth, finance, recessions, 
and banking, leading to the misconception that economics is all about 
money and the stock market….One of the central tenets of economics is 
that people want certain things and will change their behavior to get those 
things  – in other words, people will respond to incentives. … Lower 
wages in another country provide an incentive for a factory to relocate 
overseas to cut down on costs. High taxes provide an incentive for people 
to look for ways to hide their income because they want to keep more of 
their money. …. [However] Economic study ranges from the very small to 
the very large. The study of choices by individuals (like how someone 
decides to budget their paycheck each month) is called microeconomics. 
… The study of governments, industries, central banking, and the boom 
and bust of the business cycle is called macroeconomics. (available at: 
https://www.aeaweb.org/resources/students/what-is-economics; bold in 
original) Macroeconomics is largely seen as relating to specific institutions 
(government, central bank).

It is necessary to locate macroeconomics within a much broader and 
inclusive perspective on economics—perhaps political economy would 
be a more appropriate term. Political economy would cover, inter alia, the 
generation and use of the surplus, the dynamics of capitalism, income 
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distribution, growth and development. Within that perspective, the over- 
all aim is to understand and analyse the workings of an economic system. 
Any system is based on how the individual components make decisions 
and seek to implement those decisions, and what motivates behaviour 
and decisions. At various levels within the system, individuals interact, 
and their interactions help to settle the outcomes. This may be under-
taken at the level of a market, industry, and so on. The outcomes may be 
analysed in terms of a consistency analysis of some form; but at a mini-
mum, there has to be mechanisms which in some sense reconcile the 
decisions of the individuals, even if that means some individuals not 
being able to fully implement their decisions. Individual behaviour is 
socially influenced and constrained. Individuals interact economically in 
many different ways, and notably through market interactions but also 
(and predominantly) within organisations and institutions—households, 
corporations, for example. Within organisations, economic (and other) 
activities are organised and co-ordinated, and economic power exercised. 
Economic analysis then involves investigations of individual behaviour, 
and (more importantly) the ways in which individuals interact and co- 
ordinate at what may be termed the meso level and the macro level.

This chapter has three main sections, in addition to the introductory 
and concluding sections. In Sect. 2, the focus is on what have been termed 
‘microeconomic foundations’ of macroeconomics, and it presents a cri-
tique of that approach and indicates severe shortcomings. In Sect. 3, the 
nature of macroeconomic relationships is discussed—namely, the general 
(and obvious) proposition that there are macroeconomic conditions, 
which are not immediately derived from microeconomic considerations 
alone, but where consistency and sustainability considerations have to be 
brought in. In Sect. 4, some of the problems of undertaking macroeco-
nomic analysis are considered. Section 5 summarises and concludes.

2  Microeconomic ‘Foundations’

The relationships between microeconomics and macroeconomics are 
often discussed using the phrase ‘microfoundations’ of macroeconomics. 
As King (2012) remarks, “‘Microfoundations’ is a spatial analogy, taken 
from architecture, from the building trades or from constructional 
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engineering. … Foundations have to come first, they must be solid and 
they must be reasonably extensive” (p. 22).

King’s (2012) Chapter 2 has the title ‘Microfoundations as a (bad) 
metaphor’. He argues that there are two essential reasons why the “micro-
foundations dogma” is “nearly all wrong” (p. 9). Also, “In sum, ‘micro-
foundations’ is a very bad metaphor, which has caused considerable 
confusion and has been used to justify some very bad decision by macro-
economic theorists” (King 2012, p. 26). These are the fallacy of composi-
tion and downward causation. “The fallacy of composition entails that an 
entire economy may behave in ways that cannot be inferred from the 
behaviour of its individual agents” (King 2012, p. 9). The best-known 
example relates to the ‘paradox of thrift’ in which it is argued that a deci-
sion by a single individual to seek to increase their savings may well lead 
higher savings by that individual, but a comparable statement does not 
hold for an increase in the overall level of savings. In the context of a 
given intended level of investment (in the context of a closed economy), 
and the consistency requirement that overall savings = overall investment, 
then overall savings would not increase. This conclusion is drawn within 
the context of a specific model, and one may query the workings of that 
model; for example, actual investment may differ from intended invest-
ment through inventory changes, or it may be argued that investment 
intentions alter in the face of changes in savings intentions.

“The principle of downward causation states that, in economics, causal 
processes operate in both directions, not only from the behaviour of indi-
vidual agents to the behaviour of the entire economy, but also from the 
economy to the tastes, beliefs, expectations and actions of the individual 
agents” (King 2012, p. 9). This is a view, which I would share, but there 
is a line of argument, which can be further developed. There are many 
‘layers’ within the overall economy, and it is often ‘useful’ to proceed 
through those ‘layers’—engaging in what would often be regarded as 
‘partial equilibrium’ analysis, though there is no presumption that equi-
librium has to be involved. This could involve the grouping of individuals 
into a household and analysis of intra-household behaviour, the grouping 
of individuals within a set of employment relationships with corporations 
and other organisations, the ways in which producers and consumers 
interact within a market and an industry and so on. It has to be recognised, 
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though, that these units of analysis, for example, a market and an indus-
try can be constructs of economic theorising.

There has to be analysis of behaviour at the level of the individual, which 
could be labelled microeconomic. Using the term ‘foundations’ suggests 
essential building blocks, whereas behaviour and decision-making at the 
level of the individual is merely one component. Further, the term ‘micro-
foundations’ suggests that the direction of causation runs from the indi-
vidual level to the aggregate level, whereas relationships and causation run 
in both directions. There are issues (as discussed further below) of how 
individual behaviour and decision-making is to be analysed and how 
extensive has to be the recognition that there is heterogeneity of behaviour 
within and between economic groups. There are two ways in which the 
analysis of individual decision-making has to incorporate what may be 
termed macroeconomic and systems influences. First, individuals are often 
portrayed as able to buy or sell what they wish at the parametric prices; 
and then mesoeconomic and macroeconomic complications arise since in 
general terms the amount demanded will not equal the amount which 
could be supplied. But there are many other influences, which reflect the 
macroeconomic conditions, such as the levels of employment and income, 
and the degree of credit rationing. Second, there are social influences, 
which mould individual decision-making. In the macroeconomic context, 
important influences here come from relationships between individuals 
and the degree to which relative income (whether relative to the income of 
others or to previous income levels) has influence on consumer 
behaviour.

The analysis of decision-making and activities at the isolated individ-
ual level would be rather uninteresting from an economic and social 
perspective. Indeed, it is difficult to think of many decisions and activi-
ties which do not have ramifications for others. It becomes rather like the 
‘economics of playing solitaire’—a solo activity but even then one with 
‘rules of the game’, which are socially defined. A thought experiment 
such as how does an individual respond to different relative prices and so 
on in order to map out a demand curve is not of a great deal of interest. 
To use such information to make comments on economic events would 
require first some aggregation of the demand curves of relevant individu-
als and then understanding of how come price is now one unit lower, 
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how do producers respond to wishing to buy more what are the interac-
tions between sales and subsequent production decisions and so on. In a 
number of respects, economic analysis pays rather little attention to indi-
vidual decision-making—though the development of behavioural eco-
nomics and of experimental economics has led to more attention. A quick 
look at text books with microeconomics in the title would reveal much 
focus on markets and industries in which there are interactions between 
the decisions of individuals (broadly defined). Further, in this approach, 
decision-making is approached at the individual level, although there are 
often slippages into treating decision-making at the household level. In so 
far as individuals live in households with some sharing (e.g. of domestic 
arrangements) and some elements of joint decision-making, issues of 
aggregation from the individual to the household level are involved.

It is clear that using this metaphor of microeconomic ‘foundations’ 
and its implications are severely misleading. While much analysis starts 
from the micro level, it cannot finish there, and there are feedbacks from 
the meso level and the macro level, which have to be fully acknowledged. 
Denis (2016) raises the question as to whether macroeconomic analysis 
must be reducible to and derivable from microeconomic behaviour, and 
identifies such an approach as “expressing a reductionist or atomistic 
standpoint, such that the whole is just the sum of its parts” (p. 150).

The appeal for ‘microeconomic foundations’ is often associated, implic-
itly or explicitly, with the assertion that those foundations should be 
clearly based on the forward-looking utility-maximising individual oper-
ating with rational expectations, and then the ‘representative agent’ is 
invoked to enable a form of macroeconomic analysis to be conducted 
based on such microeconomic ‘foundations’. 

Modern macroeconomics seeks to explain the aggregate economy using 
theories based on strong microeconomic foundations. This is in contrast to 
the traditional Keynesian approach to macroeconomics, which is based on 
ad hoc theorising about the relations between macroeconomic aggregates. 
In modern macroeconomics, the economy is portrayed as a dynamic gen-
eral equilibrium system that reflects the collective decisions of rational indi-
viduals over a range of variables that relate to both the present and the 
future. These individual decisions are then co-ordinated through markets 
to produce the macroeconomy (Wickens 2008, p. 1). 
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As King (2012) notes, after citing this quote, “the reference that Wickens 
makes to ‘the collective decisions of rational individuals’ unwittingly 
points to the difficulty: it is, of course, individual and not collective deci-
sions that are, supposedly, being aggregated. If they really were collective 
decisions, the aggregation would be unnecessary” (p. 1). It is also asserted 
that the co-ordination of those individual decisions has been effected: yet 
a part of macroeconomic analysis relates to whether decisions are indeed 
co-ordinated and the consequences of failures of co-ordination.

This use of utility-maximising individual as the acceptable foundation 
is presented as being unproblematic. Yet as Denis (2016) argues, “the 
assumptions which microfounded approaches make in connection with 
the representative agent and the notion of equilibrium at the heart of 
DSGE show a striking degree of ad-hocery—a failure to ground key 
assumptions required for tractability” (p. 150).

It must be recognised that invoking a utility analysis for the indi-
vidual provides apparent links with the evaluation of changes and poli-
cies in economic welfare terms. Woodford (2003) argued that “an 
advantage of proceeding from explicit microeconomic foundation is 
that in this case, the welfare of private agents – as indicated by the util-
ity functions that underlie the structural relations of one’s model of the 
transmission mechanism [of monetary policy]  – provides a natural 
objective in terms of which alternative policies should be evaluated” 
(p. 12; quoted by Denis 2016, p. 137; emphasis added). The limitations 
of this have to be acknowledged. The welfare criteria are built up from 
individual utility functions, and hence welfare is deemed to be enhanced 
if (using the Pareto criteria) some individuals’ utility is increased, while 
the utility of others is not diminished. Using a representative agent 
approach, economic welfare is deemed to be enhanced if the utility of 
that agent increases. However, that means economic variables, which 
do not contribute to individuals’ utility, are omitted from consideration 
in terms of economic welfare. Macroeconomic policies are then to be 
evaluated in terms of individual utility, and broader concerns are not 
considered. A notable omission would be inequality and the distribu-
tion of income. Wren-Lewis (2011) comments that “such derivations 
may result in policy objectives that are highly unrealistic, because the 
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models from which they derive generally contain no unemployment 
and no bankruptcies” (p. 131).

The RARE (representative agent rational expectations) approach has 
three key elements: first, the use of the notion of representative agent—
that issues of aggregation can in effect be ignored in that there is an agent, 
which is representative of all. Second, the representative agent is a 
forward- looking utility maximiser, subject to lifetime budget constraint. 
Third, the agent holds ‘rational expectations’ on the future—the future is 
essentially knowable such that the agent can foresee the probabilistic 
future. This RARE approach has come to dominate ‘modern’ macroeco-
nomics notably in the dynamic stochastic general equilibrium (DSGE) 
framework and the ‘new consensus in macroeconomics’. It can be cri-
tiqued in many ways, and here the focus is on three:

 (i) It is a surprising feature that mainstream macroeconomic analysis 
relies entirely on utility maximisation over an indefinite time horizon 
with information on the future path of income and so on. Although 
utility maximisation still plays a significant role in microeconomic 
analysis, other forms of motivation and decision-making are fre-
quently considered. It is also the case that corporations and firms are 
regarded in the mainstream macroeconomic analysis as expressions of 
the interests of their shareholders, who are in turn individuals. Thus, 
a corporation is the agent of individuals and is treated as maximising 
profits in the interests of its shareholders. There is then assumed to be 
a consensus of interests amongst a corporation’s shareholders focused 
on profit maximisation. Further, there is no sense that the corpora-
tion, being a ‘legal person’ and an organisation, develops its own 
interests (such as survival, expansion) or that the key decision-makers 
within the corporation pursue their own interests.

With the representative agent approach, corporations and other organ-
isations ‘do not exist’ as entities which have their own interests—it is 
rather that corporations are merely the agents of household and reflect 
the interests of the representative households. The representative agent 
approach is essentially based on an individualistic approach, albeit one in 
which the actions of diverse individuals can be summarised in terms of a 
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single representative agent. What role is there then for organisations and 
institutions in this set-up? Implicitly (if not explicitly) a corporation is 
run in the interests of its shareholders; and a trade union in the interests 
of its members. Yet, a corporation is a legal person with rights and 
obligations.

As agents of households, firms do not act as employers of individuals. 
As King (2012) notes, “neither employment nor unemployment plays 
any significant role” (p. 1), in the model, and there is no index entry for 
unemployment in Wickens (2008). In a similar vein, firms make invest-
ment decisions as agents of households, and as such their investment 
decisions reflect the savings intentions of households and the inter- 
temporal allocation of income desired by households (Blanchard and 
Fischer 1989; Woodford 2003).

The ‘power’ of the RARE approach is that (as exemplified by the rep-
resentative agent) is based on its adoption of an institutional approach 
focused on the individual and where all individuals adhere to a uniform 
behaviour (that is utility maximisation). Economic system analysis has to 
include theorising on individual and institutional behaviour (as well as 
macroeconomic considerations). It can be readily recognised that indus-
tries, markets and corporations operate in diverse ways, which change 
over time and differ between countries. In the macroeconomic context, 
the ways in which price setting and determination, investment, produc-
tion and employment decisions are made differ between industries, mar-
kets and so on. In a similar vein, wages are determined in a variety of 
ways through the economy. Wage determination can be used here to 
illustrate the issues involved. A first point to make is to what the wage 
determination relates. It has been a basic postulate of the mainstream 
models that in effect it is real wages, which are settled in the labour mar-
ket; the demand for and the supply of labour are deemed to be functions 
of the real wage, and the interaction of demand and supply would settle 
the real wage in equilibrium. However, it is a general view of post-
Keynesian economics that it is the money wage which is settled, though 
influenced by perceptions of what that money wage means in real terms. 
For workers, the real wage is their money wage adjusted for the price of 
goods and services which they buy, whereas for firms it is the relationship 
between money wage and price received for the goods produced. The 
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second point is that it is generally recognised that there are different ways 
in which wages are settled, and economists and other social scientists 
have analysed and modelled wage determination in many ways such as 
bargaining models, efficiency wage considerations and competitive mar-
ket determination, and within each of those types of models, there are 
many variants. The varieties of models and approaches illustrate issues of 
aggregate relationships which are returned to below and also illustrated 
the roles of institutions and departures from the utility-maximising 
approach of RARE.

 (ii) Paradoxically, the sort of macroeconomic models which claim to give 
a picture of economic reality (albeit a simplified picture) have almost 
no activity which needs coordination. This is because typically they 
assume that the choices of all the diverse agents in one sector  – 
consumers for example  – can be considered as the choices of one 
‘representative’ standard utility maximizing individual whose choices 
coincide with the aggregate choices of the heterogeneous individuals. 
My basic point in this chapter is to explain that this reduction of the 
behaviour of a group of heterogeneous agents even if they are all them-
selves utility maximizers, is not simply an analytical convenience as 
often explained, but is both unjustified and leads to conclusions 
which are usually misleading and often wrong. Why is this? First, 
such models are particularly ill-suited to studying macroeconomic 
problems like unemployment, which should be viewed as coordina-
tion. (Kirman 1992, p. 117)

Kirman (1992) provides four reasons why it is untenable to argue 
that models using a representative agent “are not intended to study 
those problems which involve, in an essential way, questions of coordi-
nation but are designed to examine some central macroeconomic phe-
nomena” (p. 118). First, “there is no plausible formal justification for 
the assumption that the aggregate of individuals, even maximizers, acts 
itself like an individual maximizer … Secondly, … [t]he reaction of the 
representative to some change in a parameter of the original model …. 
may not be the same as the aggregate reaction of the individuals he 
‘represents’. … Thirdly, … it may well be the case that in two situations 
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of which the representative prefers the first to the second, every indi-
vidual prefers the second to the first. Lastly, trying to exaplain[sic] the 
behavior of a group by that of one individual is constrainint[sic]. The 
sum of the behavior of simple economically plausible individuals may 
generate compicated[sic] dynamics, whereas constructing one individ-
ual whose behavior has these dynamics may lead to that individual hav-
ing very unnatural characteristics”.

 (iii) The system analysis also has to be based on views on the ‘human 
condition’. The RARE approach is based on a probabilistic view of 
the future in which the underlying forces of the economy operate. 
The alternative (post-Keynesian) ‘vision’ is based on fundamental 
uncertainty. Keynes (1937) drew the distinction between risk and 
uncertainty: “The sense in which I am using the term [uncertainty] 
is that in which the prospect of a European way is uncertain, or the 
price of copper and the rate of interest twenty years hence, or the 
obsolescence of a new invention, or the position of private wealth- 
owners in the social system in 1970. About these matters there is no 
scientific basis on which to form any calculable probability what-
ever. We simply do not know” (p. 214). Taking that view seriously 
(which I do) completely undermines the RARE approach—calculat-
ing expected utility in an uncertain world is not feasible and cannot 
be used to analyse individual behaviour. Further, as the future is 
uncertain, future outcomes will be moulded by actions and deci-
sions en route to that future; in other words, there will be path 
dependency.

Within mainstream macroeconomics, notions of path dependence 
and hysteresis have been flirted with—notably with regard to the effects 
of the experience of unemployment on future labour supply and 
 employment decisions. Growth models within the mainstream have been 
dominated by neo-classical and endogenous growth theories, which share 
the feature that growth is viewed in terms of supply side. In some con-
trast, heterodox economics has generally been aware of hysteresis.1 The 
demand-driven approach lays down a path-dependency approach as 
compared with the mainstream supply-side approach as the path of 
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demand and its structure impacts on investment, capital formation and 
sectoral developments.2

There is then a stream of macroeconomic analysis, which is focused on 
issues of co-ordination—how are economic activities co-ordinated? And 
why and how does co-ordination fail? Within macroeconomics, unem-
ployment (of labour) has often been viewed as a failure of co- ordination—
there are people willing to work, and there are people wishing to buy 
what could be produced. The literature coming from the ‘re-appraisal of 
Keynesian economics’ through ‘temporary equilibrium’ emphasises this 
co-ordination approach. In effect a set of perfectly competitive and clear-
ing markets would ensure full employment—after all the demand and 
supply of each type of labour would be brought into equality. But the 
question was posed as to the effects of trading out of equilibrium: there 
would still be a co-ordination of demand and supply, but that would be 
through the short side of the market dominating (actual trade = mini-
mum of ex ante demand and ex ante supply). There is a failure of prices 
to adjust and ensure full employment equilibrium.

If by microeconomic foundations is meant the implementation of 
individual decision-making, then there is an obvious and immediate 
issue. Namely, that one individual’s decision is not compatible with oth-
ers’ decisions in the sense of leading to inconsistent outcomes (e.g. the 
individual wishes to buy X, but the other individual is not willing to sell 
X). The analysis of perfect competition raised two related issues. First, as 
Arrow (1959) pointed out, if as assumed in the perfectly competitive 
model all economic agents are price takers, the question is: how do prices 
change? Attempts were made to overcome that issue ranging from invok-
ing a Walrasian auctioneer whose role was to adjust prices through to 
some economic agents exploiting a limited monopoly to vary prices.

Second, how could the ability of economic agents to buy and sell as 
much as they wished at the prevailing price be compatible with economic 
agents being demand constrained as envisaged in the basic Keynesian 
macroeconomics story? This was in effect resolved by looking at a situa-
tion of non-market clearing where the minimum of demand and supply 
would be the amount traded. In a situation where the market price was 
above equilibrium, supply would exceed demand and suppliers (firms) 
would find themselves demand constrained.
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These issues were often approached in the context of macroeconomics, 
and finding a consistency between microeconomics (as represented by 
individuals being price takers) and macroeconomics (where individuals 
are often seen as demand constrained). It should also be considered in 
terms of the relationship between microeconomics and mesoeconomics—
decisions made by individuals (in this context with respect to relative 
prices) cannot in general be fully implemented and the effects of that 
have to be further considered.

Economic analysis operates at a number of levels: here the individual 
level of decision-making (what is often referred to as microeconomic 
foundations), the meso level (such as market, industry) and the macro 
level are distinguished. Although the question has been raised on the 
microeconomic foundations of macroeconomics, many of the issues also 
arise in relation with the microeconomic foundations of mesoeconomics. 
A pertinent example here concerns what is termed price rigidity/inflexi-
bility. It is individual prices rather than the price level, which is deemed 
to be rigid/inflexible. Firms set prices at which they are willing to trade: 
the reassessment of price takes place non-instantaneously—it may be a 
matter of days or of months. Price flexibility is a meso-level issue though 
it can have macroeconomic implications on the path of the economy. At 
the level of the market/industry (and indeed firm), there is a question of 
how prices change, how frequently and in response to which forces. 
Similarly, there are ‘fallacy of composition’ issues at the meso level, which 
reflect that what may be (approximately) true at the individual level does 
not hold at the meso level (and then by extension at the macro level). An 
individual may be portrayed as able to purchase what she wishes at a pre-
vailing market price. But, of course, there has to be a corresponding will-
ing and able seller(s).

At the meso level, there are tests of consistency to apply—in a market, 
is there a consistency between what individuals wish to buy and what 
other individuals wish to sell? If there is not, what are the margins of flex-
ibility (e.g. are sellers able to run down stocks)? In this example, which 
side of the market determines the outcome—a usual assumption being 
that the ‘short side’ of the market prevails and that it is the minimum of 
desired demand and desired supply which determines the amount actu-
ally traded.
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3  Nature of Macroeconomic Relationships

There are clearly relationships which apply at the macroeconomic level 
(and similar remarks would apply to the mesoeconomic level), which 
do not have microeconomic underpinnings. The requirement for 
savings = investment is a notable one. Pasinetti (1974) argues that his 
investigation

is not ‘macro-economic’ in the sense of representing a first simplified rough 
step towards a more detailed and disaggregated analysis. It is macro- 
economic because it could not be otherwise. Only problems have been 
discussed which are of a macro-economic nature; an accurate investigation 
of them has nothing to do with disaggregation. They would remain the 
same – i.e. they would still arise at a macro-economic level even if we were 
to break down the model into a disaggregate analysis. (p. 118)

King (2012) argues that there “are macroeconomic theories, which are 
consistent with a very wide of assumptions about individual behaviour 
and therefore also with a considerable variety of microeconomic models” 
(p. 24).

There is a partial but incomplete truth here; notably the relationship 
of the equality (in a closed private economy) between savings and 
investment (in terms of outcomes, and in terms of an equilibrium con-
dition). Further, there is a ‘split’ between those who envisage that 
investment ‘causes’ savings (which may be termed the general Keynesian/
Kaleckian approach) and those who envisage that there is a pool of sav-
ings which lead to investment (the neo-classical approach, now in the 
DSGE models). Within each of these broad groupings, there will be 
differences of view on how savings and investment are to be modelled. 
The ways in which savings and investment are approached will have 
implications for macroeconomic behaviour even though it is con-
strained by the requirements of savings equals investment as an out-
come. Further, there have to be assumptions made on the way in which 
banks and the financial system operate—after all investment expendi-
ture has to be financed.
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There are relationships that hold at the macroeconomic level, which 
may involve individual behaviour and constraints, but which crucially 
involve a consistency requirement. The most well-known of these is the 
equality between savings (S) and investment (I) (for a closed private 
economy taken for simplicity). For any individual (person, corporation), 
considered as a balance-sheet constraint, borrowing/lending = savings 
minus investment. The requirement that one person’s borrowing is 
another person’s lending means that, in total, net borrowing/lending 
equals zero. Summing over individuals yields aggregate savings equals 
aggregate investment. Simply adding together the individual-level con-
straint would merely total borrowing/lending = savings minus invest-
ment. To arrive at the macro relationship requires noting a consistency 
requirement (one person’s borrowing is another’s lending) to yield savings 
equals investment. This is an aggregate/macro relationship. To add to it 
requires saying something on the determinants of savings and invest-
ment. The determinants of savings and investment may form a long list, 
and this part of the ‘model’ can make only a small contribution. If, for 
example, we have s.Y = I, with I given, which provides the determination 
of Y, there is then an associated adjustment mechanism where Y adjusts 
to fulfil that equilibrium condition. When there is a much longer list, all 
that can be said is that the equality between savings and investment has 
to be assured but how and when is left open.

Depending on how aggregate savings equals aggregate investment has 
been built up sets how the equality is interpreted. If at the level of the 
individual, borrowing/lending = savings minus investment is a balance- 
sheet outcome, then aggregate savings equals aggregate investment is the 
national income accounts identity. On the other hand, putting ‘desired’ 
into the equation at the individual level and combining a balance 
 requirement (borrowing = lending) yields desired savings equals desired 
investment.

This relationship can then go on to provide the ‘paradox of thrift’, as 
mentioned above, in which from a simple representation of desired 
savings and investment, sY = I, a higher propensity to save does not 
lead to a higher level of savings. This ‘paradox of thrift’ is the best 
known of the paradoxes, which arise in post-Keynesian economics, as 
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listed by Lavoie (2014). Other paradoxes including the ‘paradox of 
costs’ (higher real wages lead to higher rate of profit), paradox budget 
deficits (raise profits), paradox of debt (efforts to de-leverage might 
lead to higher leverage ratios), paradox of tranquillity (stability is de-
stabilising), paradox of risk (‘availability of individual risk cover leads 
to more risk overall’), paradox of liquidity (‘new ways to create liquid-
ity end up transforming liquid assets into illiquid ones’) and paradox 
of profit-led demand (‘generalized wage restrictions lead to a slowdown 
in growth even when all economies seem to be profit-led’).3 These ‘par-
adoxes’ are representative of macroeconomic relationships in the sense 
that they are not derived merely by the summation of an individual-
level relationship. As illustrated by the ‘paradox of thrift’, interactions 
between the behaviour of individuals and adjustment processes have to 
be taken into account which cannot be solely the summation across 
individuals.

Money is a generally accepted means of payment, which is a credit 
relationship that depends on trust (notably that a ‘piece of paper’ will be 
accepted by others in payment). It is a macroeconomic concept in two 
ways. First, individuals accept money in payment only because they 
believe others will do so from them. Money is a social construct and one 
which could not yield any benefit to an isolated individual. Second, 
there are significant macroeconomic relationships involving money. A 
monetarist approach would invoke some form of MV = PT relation-
ship. A post-Keynesian approach would note that the amount of money 
in existence has to be held by people and that stock of money becomes 
demand determined in the sense of the willingness of people to hold 
money.

Macroeconomic analysis also contains relationships and concepts 
which are macroeconomic in nature (in the sense of the quote from 
Pasinetti 1974, as above) and which are derived from some form of sus-
tainability. The non-accelerating inflation rate of unemployment 
(NAIRU) provides an example. The NAIRU is a level of unemployment 
at which (according to the theory at hand) the rate of inflation would be 
constant. The rate of inflation and the rate of unemployment are macro 
concepts, and the NAIRU cannot be derived from summing individual 
experiences.
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The NAIRU is a concept which I have found to be problematic (Sawyer 
1999) and I prefer to refer to an inflation barrier (as in Arestis and Sawyer 
2006). It should be noted that the NAIRU is a property of a specific 
theoretical model, and as such may not be a property of the real world. 
The NAIRU may not be a level of unemployment at which the economy 
generally operates—it may be a ‘weak attractor’. There may also be forces 
at work which lead the inflation barrier to be being path dependent 
(Sawyer 2001). The NAIRU is a macroeconomic concept—that is, it 
only arises at the economy-wide level, and is more akin to a sustainability 
condition—if unemployment (according to the model) deviates from the 
NAIRU, then inflation will rise or fall continuously, imposing that sus-
tainability condition of constant inflation yields the NAIRU. This is not 
to say that the NAIRU will be realised as it may not act as a ‘strong attractor’ 
for economic activity.

The ‘natural rate of interest’ provides a further example. The ‘natural 
rate of interest’ is again a macroeconomic phenomenon in the sense that 
it has no microeconomic counterpart, and is intended to correspond to a 
balance between savings and investment. It is also model dependent, and 
only has meaning in a group of models, but not in others. For example, 
a post-Keynesian/Kaleckian model of the economy in which savings and 
investment are insensitive to rates of interest would not generate a ‘natu-
ral rate of interest’.

There are the many concepts and relationships which are macroeco-
nomic in nature in the sense that they cannot be derived by the summa-
tion of individual microeconomic behaviour. These concepts and 
relationships are widely recognised even in mainstream economics and 
serve to show that macroeconomic analysis cannot be approached through 
mere aggregation from the individual.

4  Undertaking Macroeconomic Analysis

Macroeconomic analysis, whether in theoretical terms, for empirical 
forecasting or for pedagogical reasons, has generally proceeded by invok-
ing relationships between macroeconomic aggregates. The use of aggre-
gate functions could be seen as a reflection of a lack of human computing 
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power. It is possible to shift the IS and LM curves around and derive 
predictions from them with a piece of paper. As individuals, there is a 
lack of computational ability to deal with say ten consumption functions 
and so on, though computer power would be able to do so. The IS-LM 
analysis, for example, is based on equations, which map equilibrium 
positions in terms of income and rate of interest based on an aggregate 
savings function (savings based on income), aggregate investment as a 
function of rate of interest and demand for money (function of income 
and rate of interest) and a given stock of money. In each case, the assump-
tion made is that there is individual-level behaviour (in respect of savings, 
investment and demand for money) which can be aggregated to provide 
comparable behaviour at the aggregate level. But, as hinted at when dis-
cussing the representative agent above, the conditions under which the 
aggregate functional relationship exists and mimics the individual func-
tional relationship are likely not to be met. The question then arises 
whether attempting the simplification of invoking an aggregate relation-
ship may mislead.

First, consider the case of the consumption function. Take the simplest 
of consumption function ci = ai + bi. yi for individuals i = 1,2,…n; then 

summing across individuals yields C c a b y A BY
n

i

n

i

n

i i= = + = +∑ ∑ ∑
1 1 1

;  

the last term equals 
1

n

i iB b B Y y Y∑ ( ) ( ). / . . / ,  which can be written as 

B.Y  if bi/B, yi/Y are constants. Specifically, if there are variations in the 
distribution of income (and hence yi/Y vary), then there will be shifts in 
the consumption function. Introducing further variables would serve to 
complicate the picture. For example, the inclusion of individual wealth 
would involve similar distributional issues as those from income, but also 
raises issues of wealth valuation. Households whose consumption plans 
would exceed their income would be faced by credit constraints on their 
ability to borrow. The overall availability of credit (a macroeconomic 
phenomenon) would also need to be introduced.

The first conclusion to be drawn from this would be that the use of 
macroeconomic aggregate relationships, which mimic an individual-level 
relationship, may be misleading if some of the aggregation assumptions 
do not hold. In the example above, that could be if the distribution of 
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income (between individuals) was also changing. A further example is 
coming from Steedman (1992), where he questioned the move from a 
relationship at the level of an industry under which it was postulated that 
the markup of price over unit costs depends on the ‘degree of monopoly’ 
to a comparable one at the macroeconomy. Thus, a rise in the degree of 
monopoly may not lead to a rise in the profit share.

A more severe example comes from the use of aggregate production 
functions (at the core of which aggregate output is related to aggregate 
employment and aggregate capital). Felipe and McCombie (2013) derive 
the subtitle of their book from “scientific idea is ‘not even wrong’ if it is 
so incomplete that it cannot be used to make predictions that could be 
compared to observations to see if the idea is wrong” (Peter Woit 2006, 
referring to some remarks by Wolfgang Pauli). Their book “shows that 
the aggregate production function suffers from this same problem, 
namely it is ‘not even wrong’” (p. vi).

After noting the widespread use in macroeconomics and neo-classical 
growth theory, Felipe and McCombie (2013) state that there are numer-
ous methodological problems in the use of aggregate production func-
tions. Notable amongst these are the Cambridge ‘capital controversy’ 
issues (“theoretical problems of aggregating heterogeneous capital goods 
into a single index that could be taken as a measure of ‘capital’ as a factor 
input”, p. 3) and general aggregation issues (“this shows that the condi-
tions under which it is possible to sum micro-production functions to 
give an aggregate production function are so restrictive as to make the 
concept of the aggregate production function untenable”, p. 4).

The work of Felipe and McCombie (2013) raises some significant 
issues. They show that the econometric estimation of what appears to be 
an aggregate production function (e.g. regressing output on labour, capi-
tal stock) may well provide satisfactory estimates (relationship statistically 
significant). Yet, the regression estimates do not represent an aggregate 
production function. Insofar as the distribution of income between wages 
and profits is little changing, then a Cobb-Douglas production function 
will appear. The first derivatives of the production function cannot then 
be used to provide estimates of the marginal productivities of the factors.

This discussion suggests that the uncritical use of aggregate functions, 
which mimic corresponding micro/meso functions, can often led to 
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misleading conclusions. In the case of the aggregate production function, 
not only is there the problematic nature of ‘aggregate capital’ but also the 
assumption being made that there is technical efficiency assumed, whereas 
it is well-known that firms differ substantially in terms of technical inef-
ficiency. For the aggregate consumption function, it is often forgotten 
that households differ in terms of how far they are credit constrained. 
Using a set of aggregate functions may be the first convenient step for 
macroeconomic analysis, but it has to be backed up through using rela-
tionships, which hold at the individual or group level. The developments 
of simulation and agent-based modelling now provide ways of undertak-
ing such analysis.

There is, though, a further issue, namely, that important relationships 
arise at the aggregate level, which must be captured in the analysis. The 
particular example would be the equality between savings and investment 
at the aggregate level (for closed private economy). However savings deci-
sions and investment decisions are arrived at, there is still that require-
ment. This may though only be a reinforcement of issues at say the market 
level. It may not be possible to derive a demand for X curve and a supply 
of Y curve summed from individual demand and supply curves. Yet it 
would still be required that demand equals supply (whether as an actual 
equilibrium condition or in terms of outcomes).

5  Summary and Conclusions

I conclude by echoing the sentiments of Vercelli (2016) when he writes 
that

the only way to reduce macroeconomics to Homo-economicus microeco-
nomics is to kill macroeconomics as an autonomous discipline, denying its 
inner life rooted in its emergent properties. We believe, on the contrary, 
that a vital and lively macroeconomics is needed: autonomous but with 
sound methodological and institutional foundations. To this end, we need 
non-dogmatic microfoundations in the sense  – different from that sup-
ported by the MIF [microfoundations of macroeconomics] – of a clarifica-
tion to assumptions about individuals’ features and behaviour and how the 
interaction between individuals causes emergent properties. (p. 164)
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The interpretation here is that macroeconomic analysis requires a plu-
ralistic and realistic microeconomic basis—that is not one based on 
utility- maximising individuals with rational expectations. The microeco-
nomic basis has to reflect the institutional arrangements in the economy 
being analysed—how do corporations behave particularly with regard to 
investment, pricing and employment? How are wages determined, and 
how to incorporate the heterogeneity of institutions and their behaviour? 
Simple aggregate relationships are unlikely to exist, which poses major 
issues for the techniques to be deployed by macroeconomic analysts. 
There has to be full respect for consistency and sustainability criteria, 
which provide much of macroeconomic analyses. There has to be behav-
ioural underpinnings of individuals and organisations where the interac-
tions between individuals and organisations set the path of the economy. 
The macroeconomic conditions in turn mould the behaviours of indi-
viduals and organisations.

Notes

1. For discussion, see Arestis and Sawyer (2008), Sawyer (2010).
2. See, for example, Setterfield (2002).
3. Quotes in this paragraph are from Lavoie (2014, p. 18).
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6
A Coherent Approach 

to Macroeconomic Theory and Economic 
Policies

Philip Arestis

1  Introduction

It has been a huge pleasure to have been a colleague of John McCombie 
in the Department of Land Economy, University of Cambridge. John has 
been an excellent colleague in every aspect of our work. It is, therefore, a 
great pleasure to edit and contribute to this volume in honour of John.

This contribution relies mainly on the notion that there is often inad-
equacy of aggregate demand relative to what would be required for full 
employment of the factors of production. The level and distribution of 
productive capacity can often be inadequate to underpin full employ-
ment. Fiscal and monetary policies are of course important and we sug-
gest that co-ordination of them is a way forward. In this contribution, we 
briefly discuss the theoretical framework that underpins the relevant eco-
nomic policies discussed subsequently. In terms of the latter, we argue 
that two ‘new’ important policy dimensions, which have been ignored in 
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the past, namely, distributional effects and financial stability, should seri-
ously be taken on board in relevant discussions and implementation of 
economic policies. Such economic policies are thereby urgently required 
to avoid crises similar to the ‘Great Financial Crisis’ (GFC) of 2007/2008.1 
We discuss such economic policies and also, but briefly, the current 
‘unorthodox’ monetary policies.

We proceed as follows. After this short introduction, Sect. 1, Sect. 2 
deals with our theoretical background that comprises of five blocks.2 
Section 3 discusses the ‘new’ economic policies that emerge from the 
theoretical framework of this contribution. Section 4 discusses the cur-
rent ‘unorthodox’ monetary policies. Finally Sect. 5 summarises and 
concludes.

2  A Coherent Theoretical Macroeconomic 
Model

The purpose of this contribution is to discuss our theoretical framework 
that underpins our proposed economic policies. Clearly, economic policy 
formulation is heavily conditioned by the underlying theoretical frame-
work that should underpin it. We, thus, begin with the essential elements 
of such a theoretical framework. The overall focus of economic analysis 
should be: sustainable and equitable economic development and growth 
at full employment. Achieving such objective requires the maintenance 
of a high level of aggregate demand and sufficient productive capacity. 
The general background to this theoretical framework relates to an econ-
omy, which has degrees of instability and is prone to crisis. It also relates 
to a monetary production economy in which finance and credit play a 
significant role. This theoretical framework draws on five blocks as sum-
marised in the appendix. In the rest of this section, we discuss briefly the 
main elements of each block. We begin with block I.

Block I (Eqs. 6.1, 6.2, 6.3, 6.4, 6.5 and 6.7 as in the appendix). This 
is based on the demand side of the economy, which relates to expendi-
ture, income and employment, and also on the supply side. The level of 
economic activity is set by aggregate demand. No market-based mecha-
nism exists to propel the level of aggregate demand to any specific level of 
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output. Distributional effects are paramount and are seriously taken on 
board. Changes in economic activity affect the rate of change of prices 
and wages, and consequent changes in the distribution of income between 
wages and profits emerge. Changes in the distribution of income have 
effects on the level of aggregate demand, with the nature of the effects 
depending on whether there is a wage-led or a profit-led regime. Aggregate 
demand has a dual characteristic in this model: it is a relatively volatile 
component; and it is also a creator of productive potential. This estab-
lishes interdependence between demand and supply. The supply side of 
the economy is viewed in terms of the following characteristics: the inter-
action between production decisions of firms in the light of the (expected) 
level of aggregate demand and the consequent decisions on employment. 
An important part of aggregate demand is investment, which influences 
the supply side of the economy since it is the principal determinant of 
potential output and labour productivity in the long run. Not only does 
investment spending add to the stock of capital available per worker, but 
also determines the extent to which the capital stock embodies the latest 
and most efficient technology (Blinder and Zandi 2010). It is also viewed 
in terms of the relationship between prices and wages, and their setting. 
Clearly, this approach denies the validity of the NCM approach that por-
trays the long run as characterised by a supply-side equilibrium (at 
NAIRU), with aggregate demand having no impact whatsoever.

Block II (Eqs. 6.8, 6.9, 6.10, 6.11, 6.12 and 6.13 as in the appendix). 
It relates to the distributional aspects and the inflationary process. The 
range of factors, which impact on the distributional aspects and the rate 
of inflation, includes struggle over income shares, the level and rate of 
change of the level of aggregate demand and cost-push factors emanating 
notably from the foreign sector (changes in import prices and the 
exchange rate). It is also the case that the sources of inflationary pressures 
vary over time.

Block III (Eqs. 6.14, 6.15, 6.16, 6.17 and 6.18 as in the appendix). 
This block relates to the money, credit and finance aspects. Money is 
essentially endogenously created within the private sector with loans ini-
tiated by banks, thereby generating bank deposits. The behaviour of 
banks and related credit institutions become important for the economy. 
Their willingness or otherwise to create loans and the terms upon which 
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they are provided impact on the level and structure of demand. The 
 central bank sets the key policy interest rate, which governs the terms 
upon which the central bank provides the ‘base’ money to the banking 
system. Monetary policies, however, such as credit-rationing by the 
authorities, which can control the financial sector, are also important. 
These are what are labelled as ‘financial stability’ policies as discussed in 
Sect. 3.3.

Block IV (Eqs. 6.19, 6.20, 6.21, 6.22 and 6.23 as in the appendix). 
There is also the government sector with its expenditure and taxes along 
with the public sector borrowing requirement, which are taken on board 
and examined, as well as endogenised as necessary. When government 
spending is treated as exogenous, the main reason for such treatment is 
because “legislative and administrative decisions do not respond predict-
ably to economic conditions” (Blinder and Zandi 2010).

Block V (Eqs. 6.24, 6.25, 6.26 and 6.27 as in the appendix). Finally, 
the open economy aspects are examined as in this block. The openness of 
the economy means that the domestic economy is buffeted by events in 
the rest of the world. A relevant and significant aspect of the foreign sector 
is that imports and exports are included in the aggregate demand equa-
tion and endogenised in this block. This inclusion also reflects the effects 
on demand (and hence employment) of variations in the exchange rate.

The model just presented is cyclical and could potentially produce 
periods of instability. It is, thus, paramount that economic policies to 
stabilise the economy and lead it to high levels of employment and out-
put are vitally necessary. This is undertaken in the section that follows, 
where we concentrate mainly on ‘new’ economic policies rather than on 
the traditional ones.

3  Economic Policies

3.1  Prolegomena

The overall objective of economic policies should be sustainable and 
equitable economic development and growth, along with the  achievement 
of full employment of the labour force. Maintenance of a high level of 
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aggregate demand and provision of sufficient productive capacity are 
important prerequisites for such objectives. It is clear from the analysis in 
Sect. 2 that traditional fiscal and monetary policies employed in a co- 
ordinated manner (see, also, Arestis 2012, 2013, 2015) could potentially 
help on this score. Our theoretical analysis, however, suggests that further 
economic policies for the achievement of the above mentioned objectives 
are paramount. These are relevant economic policies for a fair distribu-
tion of income and financial stability, which have not been sufficiently 
considered previously,3 especially so by policy makers. We elaborate on 
these two types of economic policy in the rest of this section.

3.2  Distributional Policies

Distributional effects should be a major objective of policy as this is clear 
from our theoretical analysis (see, also, Arestis and González-Martinez 
2016). Recent evidence of a steady but sharp rise in inequality is also very 
supportive of this proposition.4 Inequality had risen prior to the emer-
gence of the GFC of 2007/2008 and the ‘Great Recession’ (GR) that 
followed, and has continued since then. Galbraith (2012) suggests that 
“inequality was the heart of the financial crisis. The crisis was about the 
terms of credit between the wealthy and everyone else, as mediated by 
mortgage companies, banks, rating agencies, investment banks, govern-
ment sponsored enterprises, and the derivatives markets” (p. 4). Arestis 
and Karakitsos (2011, 2013, see, also, Arestis 2016) argue that inequality 
was one of the main causes of the GFC.  Stiglitz (2013) suggests that 
income inequality in the USA has been an important cause of the eco-
nomic and financial troubles in the last 20 years. According to Stiglitz 
(op. cit.) in 2007, the income of the top 0.1% in the USA was 220 times 
larger than the average of the bottom 90%. Piketty (2014) also shows 
that the income share of the top 1% in English-speaking countries (espe-
cially in the USA) rose after 1980; the same 1% appropriated 60% of the 
increase in US national income between 1977 and 2007. Kumhof and 
Rencière (2010a, b, 2011) make the point that restoring equality through 
redistribution of income from the rich to the poor could very well save 
the global economy from another crisis similar to the GFC. Atkinson 
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et al. (2011) show that the share of US total income going to top income 
groups had risen dramatically prior to 2007. The top pre-tax decile 
income share had reached almost 50% by 2007, the highest level on 
record; the share of an even wealthier group, the top 0.1%, more than 
quadrupled from 2.6% to 12.3% over the period 1976 to 2007.

Clearly, the declining wage and rising profits share were compounded 
by the increasing concentration of earnings at the top, especially in the 
financial sector. An important piece of evidence in the case of the USA is 
the share of the financial sector to GDP, which almost doubled in size 
between 1981 and 2007 and subsequently accounted for 8% of the US 
GDP (Philippon 2008). Between 1981 and 2007, the US financial sec-
tor, as measured by the ratio of private credit to GDP, grew from 90% to 
210%; also, a sharp, nearly sixfold increase occurred in their profitability 
as from 1982 and beyond. Similar but less pronounced financial shares 
are relevant in many other countries. Germany, China and the UK are 
three examples but many more can be cited (see OECD 2008, for a rel-
evant discussion and empirical evidence on these economies). Turner 
(2010), the ex-Chairman of the UK Financial Services Authority, made 
the point in the case of the UK: “there has been a sharp rise in income 
differential between many employees in the financial sector and average 
incomes across the whole of the economy”. A recent contribution to the 
UK inequality has been the pursuit of ‘quantitative easing’ (QE) type of 
policy. The Bank of England (2012) report shows that its QE programme 
increased the value of the relevant financial assets by 26% with 40% of 
the gains having gone to the richest 5% of British households.

Similar results are expected for the US economy, where the top 5% of 
wealthiest households owns 82% of all individually held stocks and more 
than 90% of the individually held bonds. Even more recent evidence (US 
Census Bureau, September 2013) shows that US household incomes 
have been falling for the fifth consecutive year; the typical US family 
earned less in 2013 than in 1989. In fact the medium household income 
is now 8.3% below its pre-GR peak in 2007. Still, the share of the wealth 
accruing to the top 1% grew by 31% in the three years to 2012, while the 
rest rose by just only 0.4%. The top 1% is close to full recovery since the 
emergence of the 2007/2008 GFC, while the bottom 90% hardly started 
recovering, as Saez (2013) reports. Cynamon and Fazzari (2014) also 
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argue that rising income inequality as from 1980 reduced income growth 
for the bottom by 95% of the US income distribution. The debt to 
income ratio of the bottom 95% increased dramatically. The income 
growth for the top 5% increased by contrast. The consumption-income 
ratio of the bottom 95% rose dramatically unlike that of the top 5%. The 
end of that borrowing boom prior to the 2007/2008 GFC caused house-
hold spending to collapse, which was the proximate cause of the subse-
quent GR. However, during the GR and subsequently, the end of the 
borrowing boom and the higher inequality with the associated demand 
drag provide an explanation of the slow US recovery following the GR.

These are clear empirical examples, in addition to the theoretical prem-
ise as discussed in Sect. 2, of the importance of distributional effects as a 
clear and vital objective of economic policy; if not accounted for and 
proper action initiated, it can produce serious problems. A clear message 
then follows from both our theoretical framework and the evidence dis-
cussed in this sub-section: distributional effects should be a major objec-
tive of economic policy. We have also argued in Arestis and Sawyer (2011) 
for the importance of accounting for ‘distributional effects’ in both eco-
nomic theory and policy, which have been fatally ignored recently (see, 
also, Arestis 2016; and Arestis and González-Martinez 2016). 
Consequently, it is vital that not only economic policies should focus on 
achieving full employment but should also be geared towards reducing 
inequality. These theoretical propositions are supported by empirical evi-
dence, as, for example, the findings of Onaran and Galanis (2013), and 
other relevant contributions as in Lavoie and Stockhammer (2013).5

It clearly is the case then that pro-labour distributional policies that 
promote wage policies, strengthening the status of labour unions and 
collective bargaining, are important and relevant policies. Such a strat-
egy should be complemented by fiscal and monetary policies, along 
with proper co-ordination of them. The objective should be full employ-
ment. Fiscal policy in particular is an important dimension in this 
regard (Arestis 2012, 2015). The study by Muinelo-Gallo and Roca-
Sagalés (2011) employs an endogenous growth model that incorporates 
fiscal policy and economic growth along with their effects on income 
inequality. Pooled- panel estimations are undertaken for 43 upper-mid-
dle and high-income countries for the period 1972–2006 to conclude 
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that increases in public investment expenditure reduce inequality with-
out harming output, regardless of whether they are financed through 
direct or indirect taxes.

Targeting social spending, including people’s investment in skills and 
education, is paramount from the government spending point of view. 
Reforming taxes to make them fairer is another important aspect of fiscal 
policy. Indeed, Berg and Ostry (2011) show that a redistributive tax sys-
tem is associated with higher and more adurable economic growth. 
Raising the minimum wage and indexing it to inflation is another impor-
tant tool to fight inequality (see, e.g. The Economist 2014). A further 
example, and priority, is the removal of subsidies for the ‘too-big-to-fail’ 
financial institutions. Such policy initiatives would help to remove, to a 
large extent, one of the main contributory factors to the surge in wealth 
at the top of income distribution and to the financial sector in particular. 
This inequality, as we have argued elsewhere (Arestis and Karakitsos 
2011, 2013; see, also, Arestis 2016), was one of the main causes of the 
GFC of 2007/2008. In the latter sense, addressing the problem of income 
inequality is even more important today with the background to which 
we have just referred. A recovery led by domestic demand and an increase 
in the wage share in the global economy would help to reverse the major 
factor of inequality.

To summarise, a combination of economic policies is needed to tackle 
inequality; progressive taxation and public expenditure policies, social 
welfare, industrial relations6 are all relevant and important. Most impor-
tant of it all is the suggestion by Atkinson (2015) that “a more progressive 
structure for the personal income tax” (p. 290) should be introduced. 
Atkinson (op. cit.) also suggests that it is of paramount importance to 
have in place proper distributional policies along with wage policies if a 
viable growth regime is to emerge and be sustained. We would go a step 
further, though, and argue that to reduce inequality significantly proper 
policies as discussed above are necessary, but also with appropriate co- 
ordination of monetary and fiscal policies, along with financial stability, 
would be the best way forward. Monetary and fiscal policies should be 
directed at reducing inequality through appropriate expenditure and pro-
gressive tax policies, which should be supported by financial stability type 
of policies. The latter should be concerned with reforms in an attempt to 
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regulate the financial sector and avoid the type of financial architecture 
that led to the 2007/2008 GFC.

3.3  Financial Stability Policies

Financial stability should be the priority of central banks. The focus of 
financial stability should be on proper control of the financial sector so 
that it becomes socially and economically useful to the economy as a 
whole and to the productive economy in particular. Financial deregula-
tion entails redistribution effects in favour of the financial sector by 
allowing for greater risk-taking and higher expected profits. Redistribution 
of welfare thereby emerges from workers to bankers (Korinek and 
Kreamer 2013). Greater risk-taking, though, can lead to losses sufficient 
to cause a credit crunch. As suggested above (see, also, Arestis 2016), this 
process had been one of the major causes of the 2007/2008 GFC. Clearly, 
then, banks should serve the needs of their customers rather than provide 
short-term gains for shareholders and huge profits for themselves. This 
requires the development of alternative policy instruments alongside the 
downgrading of interest rate policy, as the only instrument of monetary 
policy, and of any notion of price stability as the only objective of eco-
nomic policy.

Financial stability policies have emerged as particularly important in 
view of the GR. In Arestis and Karakitsos (2013), it is argued that in the 
past, especially prior to the GFC and GR, a variety of regulatory policies 
were in place, which were intended to maintain financial stability. 
However, those policies were focused merely on the stability and viability 
of individual banking institutions, the microprudential type of policies, 
rather than embracing also the whole of the financial system, the macro-
prudential type of policies. The key point here is to bring to the forefront 
a form of financial policy, which is focused on proper financial stability. 
Such a policy has to be comprehensive in its coverage, in terms of both 
the range of financial institutions covered and its international coverage. 
Such policy needs to act in a counter-cyclical manner and to differentiate 
between assets. Central banks should go beyond the traditional single 
objective of targeting inflation; they should monitor price fluctuations of 
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assets, especially housing. Of equal importance is the further proposition, 
discussed below, which suggests that co-ordination of macroprudential 
and monetary policies along with fiscal policy is paramount, as argued in 
Arestis (2015).

Financial stability should incorporate both microprudential and mac-
roprudential instruments. Microprudential instruments relate to the 
structure and regulation of individual banks. Banks that are ‘too big to 
fail’ should be reduced in size; guarantees to retail depositors should be 
limited to banks with a narrower range of investments; risky banks to 
taxpayers and economy should face higher capital requirements; large 
and complex financial institutions can be wound down in an orderly 
manner; and large banks should not be allowed to combine retail bank-
ing with risky investment business. The macroprudential toolkit should 
account for the potential failures of the system: low levels of liquid assets, 
inadequate levels of capital with which to absorb losses, too big a finan-
cial sector and too leveraged a sector with high risks to the taxpayer and 
the economy. Thus, macroprudential financial instruments should be 
able to control the size, leverage, fragility and risks of the financial sys-
tem. And to quote the Bank of England (2009), “In general terms, the 
goal of financial stability policies should be the stable provision of finan-
cial intermediation services to the wider economy—payment services, 
credit intermediation and insurance against risk. They should seek to 
avoid the type of boom and bust cycle in the supply of credit and liquid-
ity that has marked the recent financial crisis” (p. 9). Most importantly 
from our theoretical framework perspective, macroprudential policy 
should be linked to other relevant policies that affect cyclical fluctuations, 
and in particular monetary policy, which affects asset prices and bank 
credit. The latter variables are also affected by macroprudential policies 
and thereby can influence the transmission mechanism of monetary pol-
icy in terms of avoiding excessive liquidity and containing cyclical fluc-
tuations. In this sense, macroprudential authorities should take credit as 
an important indicator of financial stability as suggested by our theoreti-
cal framework. Possibly all the elements just suggested could be com-
bined so that both micro- and macroprudential instruments would be 
under the banner of the policy makers and properly co-ordinated with 
the central bank to avoid conflicting policies and results (see, also, 
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Angelini et  al. 2012). Policy makers should avoid rules and employ 
instead judgement and thus discretion.

Clearly, serious interest in financial stability requires the development 
of a range of policy instruments. There is an important ingredient in the 
idea of financial stability as the key objective of the monetary authorities. 
This relates to the notion of independent central banks, based on the idea 
of price stability being the single objective of economic policy, to be pur-
sued by inflation-averse central bankers. Such notion substantially weak-
ens the idea of financial stability. With multiple objectives pursued by 
multiple instruments, there is a need for co-ordination between the mac-
roeconomic authorities (e.g. the Ministry of Finance/Economics and the 
Central Bank), which is precluded by the independent central bank 
notion. This suggestion also reinforces the argument for co-ordination 
between monetary and fiscal policies (Arestis 2015). With financial sta-
bility policies in place, the new economic policies will work best if co- 
ordinated with other areas of economic policy outside the remit of the 
central bank. The GR has clearly demonstrated the need for more than 
one objective of economic policy and indeed proper co-ordination of the 
relevant economic instruments to achieve the objectives.

Such co-ordination is supported by empirical evidence, which suggests 
that under fiscal and monetary policy (including financial stability) co- 
ordination, fiscal multipliers are higher than when no policy co- ordination 
prevails (even bigger than the Keynesian ones). This is possible so long as 
the fiscal and monetary authorities have a common objective, for exam-
ple, maximisation of social welfare. The multiplier under fiscal and mon-
etary policy co-ordination, and in the case of deficit spending, is found to 
be of the order of 3.8 (Eggertsson 2006; see also, Arestis 2015). When 
there is no policy co-ordination, that is, when the central bank is ‘goal 
independent’, the deficit spending multiplier is zero. This large difference 
in fiscal multipliers is explained by the expectations channel, which is 
thought to work via inflation expectations. Fiscal expansion increases 
expectations about future inflation, the real rate of interest is reduced 
(provided the central bank collaborates with the fiscal authority) and 
spending is stimulated. Expectations of future income also improve, 
thereby stimulating spending further (Eggertsson 2011). These results 
suggest that macroeconomic stability is the joint responsibility of the 
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monetary and fiscal authorities: potentially destabilising behaviour by 
one authority can be offset by an appropriate stance of the other author-
ity. These results are particularly important in view of the current New 
Consensus Macroeconomic (NCM) theory and practice that sees fiscal 
policy better divorced from monetary policy.

It is the case that efforts to establish a financial stability framework 
have been undertaken as shown in Arestis and Karakitsos (2013). Perhaps 
the most promising initiative on this score is the establishment in the UK 
of a Financial Policy Committee (FPC) created in April 2013, which “is 
charged with a primary objective of identifying, monitoring and taking 
action to remove or reduce systemic risks with a view to protecting and 
enhancing the resilience of the UK financial system”.7 The FPC agreed at 
its meeting of June 2013 on the creation of two further committees: the 
Financial Conduct Authority (FCA), which is accountable directly to the 
Treasury and the Parliament. Its purpose is to regulate “financial firms 
providing services to consumers and maintain the integrity of the UK’s 
financial markets. It focuses on the regulation of conduct by both retail 
and wholesale financial services firms”.8 And the Prudential Regulation 
Authority (PRA), which is part of the Bank of England, and whose 
responsibility is “the prudential regulation and supervision of banks, 
building societies, credit unions, insurers and major investment firms. In 
total the PRA regulates around 1,700 financial firms”.9 There is also the 
Financial Policy Committee (FPC), which is an official committee of the 
Bank of England; this is a body responsible for macroprudential mea-
sures. It focuses on the macroeconomic and financial issues that may 
threaten long-term growth prospects. And as the Bank of England (2016) 
confirmed: “The FPC is focused on promoting a financial system that 
dampens, rather than amplifies, the impact of uncertainty and adjust-
ment on the real economy. This means reducing any pressure on firms to 
restrict the provision of financial services, including the supply of credit 
and support for market functioning”. The FPC cooperates and co- 
ordinates action with PRA and FCA. These committees are in addition to 
the Monetary Policy Committee created in May 1997.

However, despite this recent UK experience, and other financial stabil-
ity schemes around the globe,10 progress around the world on financial 
reform is extremely slow and worrying poverty of action is evident. And 
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as the IMF managing director (Lagarde 2014) suggests “the behaviour of 
the financial sector has not changed fundamentally in a number of 
dimensions since the financial crisis”; the IMF managing director pro-
ceeds to complain that “The bad news is that progress is still too slow, and 
the finish line is still too far”. It is the case that financial stability still 
remains a work in progress across the world; positive action is desperately 
needed along the lines suggested in this contribution. The annual central 
bank gathering at Jackson Hole, Wyoming (24–26 August 2017), rein-
forced this conclusion. The central banks’ preoccupation was financial 
stability; however, mounting tension in terms of ensuring financial stabil-
ity was a big theme. A relevant factor on this score was the US adminis-
tration’s efforts to loosen bank regulations because, in this view, of their 
negative impact on bank lending and growth. The response of the Fed 
Chair, in her speech at the Jackson Hole,11 was that financial regulation 
would not hold back bank lending and growth; on the contrary, it 
strengthens them (see, also Dragui 2017).12

4  Current ‘Unorthodox’ Monetary Policies

Monetary policy since the GFC of 2007/2008 in effect has abandoned 
the main policy instrument, namely, manipulation of the rate of interest 
to achieve the central bank’s Inflation Target (IT). This was the only pol-
icy instrument to achieve the only policy objective, namely, price stabil-
ity, which had been very fashionable prior to the GFC. In view of the rate 
of interest reduced to nearly zero in many countries, and even to negative 
interest rates in some cases after the GFC and GR (and has stayed there 
ever since in most cases), monetary-policy makers introduced unconven-
tional policies to still achieve an IT. QE has been introduced along with 
near-zero interest rates and negative interest rates in some cases. A new, 
and additional, objective has been introduced, namely, financial stability, 
as argued above,13 but IT is still around to be achieved through the new 
‘unorthodox’ instruments of monetary policy, namely, QE and near-zero 
or negative interest rates.14

These policies, however, entail serious problems. The most serious 
problem of the current QE and near-zero/negative interest rate policies is 
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the potential negative impact on the banking system. Commercial bank 
profitability is determined by the difference between the interest rates 
they pay on deposits and receive on loans. If lending rates fall more than 
deposit rates, in view of the fear of the banks that depositors would 
respond by withdrawing their cash, then the profitability of the commer-
cial banks suffers and the performance of the financial sector is under-
mined. This would be more likely to happen when negative interest rates 
emerge as in the case of Japan and the Economic and Monetary Union 
(EMU) for example. This implies that under such policies the perfor-
mance of the financial sector would suffer.

A further problem with the current ‘unorthodox’ monetary policies 
relates to the main aim of these policies, which is to stimulate investment. 
But investment has been unresponsive. Our investment equation (see 
Eq.  6.3 in the Appendix) contains the variables of profitability and 
income in addition to other variables. If expectations of profitability and 
income are not robust, investment would not be forthcoming. Central 
banks need to think in terms of their monetary policies in a way that they 
would have a direct impact on investment. Financial stability and fiscal 
policy thereby become paramount. A related problem is that when inter-
est rates of all debt maturities are zero, “then money and long-term gov-
ernment bonds become perfect substitutes (they are both government 
promises to pay, which offer zero interest), and the creation of one by 
buying the other makes no difference” (King 2016, p. 183). It is thereby 
highly unlikely for productive investment to emerge in view of investors 
would prefer to hold more cash than investing; this is so in view of poor 
growth expectations and uncertainty. It is also the case that those who 
rely on bonds for their income, such as banks, insurance and pension 
companies, suffer substantially. UK pension fund deficits have emerged 
in view of the QE; also, and according to the IMF, as reported in the 
Observer (16 October 2016), pension funds have suffered particularly 
badly across the developed world. As a result a pension’s crisis could 
follow.

Another problem with negative interest rates is that in those cases 
where there is a strong ‘savings culture’, negative interest rates would hurt 
savers and smaller banks that rely heavily on interest income. The 
European Central Bank (ECB) charges banks across the euro area of 
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0.4% on their deposits held at national central banks. It is the case that 
banks in some euro-area countries, Germany in particular, resist to pass 
negative interest rates on to retail customers in view of the uncertainty of 
the latter’s reaction to such a move. Retail customers might begin to store 
cash outside the banking system in response to such a move. Banks ini-
tially responded by introducing quietly fees for services that were com-
pletely free previously (Financial Times, 30 June 2016). More recently, 
though, and as reported in the Financial Times (10 August 2017) on 
findings of a survey by Ifo (Munich-based think tank), based on 4000 
companies, 20% of German companies have had negative interest rates 
on their deposits with banks. A number of companies shifted their depos-
its to other financial assets or changing their banks. It is also stated in the 
same publication that a small number of lenders in Germany have 
imposed negative interest rates on individual large savings. In other coun-
tries, such as the UK, for example, National Westminster Bank, Royal 
Bank of Scotland, HSBC, and Lloyds Banking Group have warned busi-
ness customers that negative interest rates on current accounts could be 
introduced (personal customers are not to be affected), if the Bank of 
England base rate was reduced below 0%.

In more general terms, negative interest rates have put financial insti-
tutions, investors and savers, under strain. As reported in the Financial 
Times (21 May 2016), the Fitch credit rating agency estimates show that 
$10 trillion negative-yielding government bonds cost investors annually 
around $24 trillion. It is also the case that German banks have accused 
the ECB for punishing savers and their business model with negative 
interest rates; and Japanese banks raised the issue of ending their sales of 
government debt to the central bank (Financial Times, 9 June 2016). All 
these fragile consequences of negative interest rates have been particularly 
harmful in the case of Germany as reported in the Financial Times (21 
and 22 April, 16 May, and 01 June 2016). Also reported in the Financial 
Times (21 July 2016), and based on data from the Bank of America 
Merrill Lynch, more than 50% of German bonds eligible for the ECB’s 
QE have become too expensive (with an interest rate lower than the 
−0.4% ECB’s deposit rate charged on bank reserves) for the Central 
Bank of Germany to purchase. The ECB president, however, has defended 
negative interest rates arguing that without them and the ECB’s QE, 
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 serious deflation would have emerged along with substantially lower 
euro- area growth.15

A further problem is that negative interest rates could produce reduc-
tions in the velocity of circulation of money. Economic agents may very 
well take their money out of the banking sector, and keep it in ‘home 
safes’, and in more general terms money could be kept out of circulation 
in the economy. Such a reduction in money velocity of circulation 
increases deflationary pressures. Savers, especially by getting low returns 
on their savings, may be forced to save more rather than spend and stim-
ulate the economy in an attempt to increase savings to make up for what 
is perceived permanent loss of returns. This would lead to lower con-
sumption and lower GDP growth, thereby making the negative interest 
rate policy counterproductive. This would be especially so for those savers 
who are prevented from getting the returns they need for retirement. It is 
also the case that negative interest rates can cause disruption by jeopardis-
ing the insurance companies and pension funds sectors through lowering 
their incomes. Under such circumstances both insurance companies and 
pension funds may shift the composition of their portfolios to risky 
assets, thereby adding to asset price bubble pressures. Another impact of 
negative interest rates could be on the fragile banking sectors, especially 
in the EMU. Those institutions that are unable to increase lending or 
pass the costs of negative interest rates on to their depositors face a serious 
reduction of their profits, thereby facing constrains on their ability to 
provide credit.

Our main conclusion in terms of this section’s analysis is that the 
unorthodox instruments have not been really effective in terms of 
achieving their objectives, especially that of boosting the level of nomi-
nal economic activity. In terms of financial stability, and although pro-
posals have been put forward to achieve it (see Sect. 3.3 and footnote 
12), not much is evident in terms of implementing these proposals, and 
thereby avoiding a future crisis of the 2007/2008 GFC type. It is true, 
though, that central banks managed to avoid a complete collapse of 
their financial systems and their real economies after the emergence of 
the GFC.  However, monetary policies have been very ineffective in 
restoring a robust recovery as the proponents expected. The enormous 
expansion of the monetary base has had little effect on the broader 
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monetary and credit aggregates, let alone on the level of nominal eco-
nomic activity. No wonder the IMF (2016) World Economic Outlook 
suggested that the then worldwide poor economic situation, especially 
in developed countries, risked getting into a full-blown deflation gap. 
Governments should avoid their continuing over-reliance on central 
banks and monetary policies, which are increasingly constrained, to 
single-handedly stimulate economic growth. Governments need to join 
central banks to undertake more economic policies to boost growth 
rates. Our suggestion on this aspect is that proper co-ordination of 
monetary and fiscal policies along with financial stability is the best and 
probably the only way forward to produce and maintain healthy growth 
in the economy.

5  Summary and Conclusions

We have put forward a theoretical framework, which entails ‘new’ aspects 
of economic policies. In terms of the theoretical framework of this con-
tribution, it is constructed by putting together five building blocks. The 
focus of all five blocks is on five propositions: (i) aggregate demand is 
always important for the level of economic activity; (ii) the supply side of 
the economy has to be fully incorporated; (iii) distributional effects are 
very important for they do matter, but are not always acknowledged as 
such; (iv) money is endogenous and credit driven, with financial stability 
being of primary importance; and (iv) co-ordination of economic poli-
cies is paramount.

A number of economic policies follow from our theoretical construct, 
but two ‘new’ economic policies emerge. The pursuit of distributional 
policies, which should be properly and fully considered and proper eco-
nomic policies should be implemented; such policies, should focus on an 
attempt to reduce inequality. Inequality is strongly correlated with less 
economic growth over time; inequality, therefore, matters for it does 
have an important impact on economic growth (see Berg and Ostry 
2011; see, also, Stiglitz 2013). It clearly is the case, then, that reducing 
inequality and promoting economic growth are “two sides of the same 
coin” (Berg and Ostry 2011, p. 3). Of equal importance is the pursuit 
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and implementation of financial stability policies by the central banks, a 
rather slow process currently; the central bank role, however, should be 
to achieve financial stability. In terms of current monetary policies, QE 
and low/negative interest rates, they have not been successful in terms of 
achieving their objectives. A sustainable recovery, with achieving the tar-
geted inflation rate, remains elusive.

The banking sectors around the world are still fragile. A relevant con-
tribution in this respect is the Sarin and Summers’ (2016) study, which, 
using financial market information on a number of relevant variables, 
shows that despite regulatory changes initiated in the wake of the GR, 
such as higher capital requirements, increases in bank liquidity and bank 
stress tests, major financial institutions in the USA and around the world 
are more vulnerable to adverse shocks than they were before the GFC. The 
decline in financial institutions’ ratio of the market value of their equities 
to total assets on both risk-adjusted and risk-unadjusted basis, promoted, 
at least in part, by the new regulations, is the major cause. Proper regula-
tory policies need to be urgently introduced.

 Appendix: Summary of Blocks

In what follows, the sign under the variables indicates the partial deriva-
tive of the dependent variable with respect to the relevant independent 
variable. In all equations in this contribution, lower case letters stand for 
the rate of change of the relevant variable; otherwise letters indicate the 
level of the relevant variable.

 Block I: Aggregate Demand and Supply

 
Y C I G X Q= + + + −( )

 
(6.1)

where Y is national income, C is consumption, I is investment, G is gov-
ernment expenditure, X is exports and Q is imports and thus (X − Q) is 
net exports (NE).
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C C WE tw t R= −( ) −( )( [ , , ,1 1P π ∆BLPh  

(6.2)

where W is wages, E total employment so WE is the wage bill, tw is the 
tax rate on wages, П is total profits, tπ is the tax rate on profits, R is the 
rate of interest on loans to households and ΔBLPh is changes in bank 
lending to households.

 
I I K Y R= ( )P / /, Ya, , BLPf∆

 
(6.3)

where the symbols are as above with the exception of K, which is capital 
stock, ΔBLPf that stands for changes in bank lending to firms, and Ya, 
which is a measure of capacity output and corresponds to the ‘desired 
level’ of operation.

 
Ya Ya E, K, ST= ( )+ + +  

(6.4)

so that Ya would change over time in the same direction as changes in 
employment, capital stock and state of technology (ST).

There is a level of employment that corresponds to the capacity-output 
measure (Ea):

 
Ea Ya, , = ( )

+ + +
E Y K ST/

 
(6.5)

Ya is taken as a benchmark for firms’ investment decisions and 
employment.

Aggregate supply of output is:

 
Ys Ys E K ST= ( )+ + +

, , 
 

(6.6)

where the aggregate supply output (Ys) is determined by employment, 
capital stock and state of technology, with the symbols defined as above.
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There is a level of employment that corresponds to output:

 
E E Y K ST= ( )+

, , 
 

(6.7)

 Block II: Distributional Aspects and the Inflationary 
Process

 
π π= ( )



+ +

P ULC Y Ya R dRf/ /, , , 
 

(6.8)

where the variables, in addition to the ones defined as above, are: π is the 
profit rate, P is the level of prices, ULC is unit labour cost and dRf is the 
debt ratio of firms, defined as total debt to total assets of firms.

 
ULC =

W

PR  
(6.9)

where W is the level of wages, and PR is productivity.

 

w w W P W P Y Ya p U w
d e= ( ) − ( )





( )






+ + + + +

/ / /, , , , , π
 

(6.10)

where the variables are as above with the exception of the bargaining 
position of workers, which is defined as the difference between their 
desired real wage [(W/P)d] and the actual real wage (W/P); p, which is 
inflation, U is unemployment, where unemployment is taken as per-
cent of the labour force and we that stands for expectations of the wage 
rate.

 
U U Y Ya PR= ( ) / ,

 
(6.11)
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where the variables are as defined above.

 
p p w Y Ya q er p p= ( )



+ + + +

, , , , , rm
e/

 
(6.12)

where the variables are as defined above, with the exception of q, which is 
the rate of change of productivity, er is the rate of change of the nominal 
exchange rate, prm is the rate of change of the prices of raw materials and 
pe that stands for price expectations.

 
p p er WTrm rm ,= ( )

+  
(6.13)

where the variables are as defined above with the exception of WT that 
stands for world trade.

 Block III: Money and Credit

 ∆ ∆ ∆M = +BDGC BDP  (6.14)

where ΔM is changes in the money supply, namely, the sum of changes 
in bank deposits to the government including currency (ΔBDGC) and 
changes in bank deposits to the public (ΔBDP). In view of the small 
proportion of ΔBDGC of the total money supply, we treat it as the resid-
ual in the following identity:

 ∆ ∆ ∆ ∆ ∆BDGC BLP BLG BLES BDP= + + –  (6.15)

Identity (Eq. 6.15) then defines ΔBDGC as the sum of changes in 
bank lending to the public (ΔBLP) and to the government (ΔBLG) as 
well as of changes in bank lending to the external sector including other 
non-bank lending (ΔBLES), minus ΔBDP. ΔBLES is treated as an exog-
enous variable and with ΔBLG endogenised in Block IV (see Eq. 6.19), 
the remaining variables in Eq. (6.15) are endogenised as follows:
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∆ ∆ ∆ ∆BLP BLP , , = ( )+

Y R MP1
 

(6.16)

where the variables are as defined above, with the exception for the vari-
able MP1, which stands for monetary policy variables such as credit- 
rationing by the authorities; this is of course in addition to changes in the 
rate of interest, which as Eq. (6.18) below shows, it is influenced by 
changes in the bank rate.

 
∆ ∆ ∆ ∆BDP BDP , , = ( )+

Y R MP2
 

(6.17)

with the variables as defined above, with the exception of MP2 that stands 
for monetary policy variables.

Both MP1 (Eq.  6.16) and MP2 (Eq.  6.17) can be thought of as 
financial- stability policy variables as discussed in Sect. 3.3.

 
∆ ∆ ∆ ∆ ∆R R BR EF PDC= ( )+ + +

, , 
 

(6.18)

where in addition to the variables as defined above, ΔBR stands for 
changes in the bank rate, ΔEF stands for changes in external financing 
and ΔPDC that stands for sales of public debt to the non-bank public.

 Block IV: Government Sector

 ∆ ∆BLG PSBR PDC= + ∆EF –  (6.19)

where the variables are defined as above with the exception of PSBR that 
stands for the public sector borrowing requirement.

PSBR, as portrayed in Eq. (6.20), is simply defined as the difference 
between government expenditure (G) and tax revenues (T) along with 
other government revenues (OGR).
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 PSBR OGR=G T– –  (6.20)

We treat OGR as exogenous and hypothesise G and T to be deter-
mined as shown in Eqs. (6.21) and (6.23), respectively.

 
G P Q WE UU ID= + + +G Q G B  

(6.21)

where the symbols are defined as follows, with the exception of G, W and 
U that are defined as above: QQ denotes the amount of goods and services 
bought by the government, with PG being their prices, EG stands for the 
number of employees in the government sector, UB is unemployment 
benefits and ID stands for interest payments on government debt. EG is 
defined as in Eq. (6.22):

 
E E E UG P= – –

 
(6.22)

where E is total working population, as defined above for the purposes of 
Eq. (6.2), and EP is employment in the private sector. Clearly EG + EP = E 
that is total employment.

 
T T Y= ( )+  

(6.23)

 Block V: Open Economy Aspects

 ∆ ∆EF KM= +CB OEF–  (6.24)

where ΔEF is equal to the current balance of international payments 
(CB) plus changes in capital movements (ΔKM) minus other external 
financing (OEF); the latter variable includes external lending to the pub-
lic sector plus domestic bank lending to the public sector in foreign cur-
rencies. We treat OEF as exogenous and endogenise CB and ΔKM.
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CB , ,, ,,= + = ( ) − −( ) −( )( ) ++ + + +
NE OCB X WT RER Q WE tw t RER OCB[ 1 1� π

 
(6.25)

where CB and NE are as above, OCB stands for other earnings on for-
eign investments minus payments made to foreign investors and cash 
transfers, WT is world trade, RER is the real exchange rate (where the 
exchange rate is defined as foreign to domestic currency), with WE(1 − tw) 
and П(1 −  tπ) being the income distribution terms as they influence 
imports; all these variables are in real terms.

Finally, Eqs. (6.26) and (6.27) define ΔKM and RER:

 
∆ ∆KM KM R R er= 






 ( )



+

/ W

e
,

 
(6.26)

where the variable, ratio of domestic interest rates (R) to world interest 
rates (RW), is included, along with the expected rate of change of the 
nominal exchange rate variable, (er)e.

 
RER RER ,,, ,,, ,,,W

e
= 






 ( )




+ + +

R R Y WT er/
 

(6.27)

where the variables are as defined above.

Notes

1. It should be noted that this contribution goes well beyond the New 
Consensus Macroeconomics (NCM) and its policy implication, namely, 
inflation targeting (see also Arestis 2007, 2009, 2010).

2. The five blocks discussed in Sect. 2 were originally suggested in Arestis 
(2013)—see, also, Arestis (2010) and Arestis and Sawyer (2010). The 
current contribution, though, relies more extensively on the relevant 
theoretical framework and economic policies.

3. There are of course exceptions as highlighted below. See, for example, 
Onaran and Galanis (2013) and Lavoie and Stockhammer (2013).
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4. It is interesting to note that at the G20 meeting in Hangzhou, China 
(September 2016), the managing director of the IMF praised the group’s 
commitment to reduce excessive inequality and to ensure growth would 
be widely shared.

5. See, also, The Economist (2014) where it is argued that redistribution 
does help to increase national income.

6. An important aspect on this score is the change in labour markets over 
the recent years, where the role of trade unions has diminished substan-
tially. Re-strengthening the role of trade unions is crucial in terms of 
reducing inequality.

7. Available at: http://www.bankofengland.co.uk/financialstability/pages/
fpc/default.aspx

8. Available at: http://en.wikipedia.org/wiki/Financial_Conduct_Authority
9. Available at: http://www.bankofengland.co.uk/PRA/Pages/default.aspx

10. The Dodd-Frank Act of July 2010 in the USA (especially its relevant rule 
that does not allow banks to use secured deposits for speculative activi-
ties), the UK Vickers Report (which proposes ring-fencing retail bank 
deposits), the European Liikanen Report (which proposes ring-fencing 
the commercial bank activities), the IMF proposal to tax banks and the 
Basle III proposal to increase banks’ equity in relation to their risk-
weighted assets (RWA) are additional proposals around the globe.

11. Available at: https://www.federalreserve.gov/newsevents/speech/yel-
len20170825a.htm

12. Available at: https://www.ecb.europa.eu/press/key/date/2017/html/ecb.
sp170524_1.en.html

13. However, see above on the slow progress on the financial stability ‘new’ 
objective.

14. The Bank of Japan pledged (end of September 2016) to overshoot its 2% 
inflation target and has also adopted a new tool to achieve it. This is to 
cap the ten-year bond yields at zero, in addition to its quantitative and 
qualitative and negative interest rate policies.

15. The ECB president has also argued at the conference of the European 
Systemic Risk Board in Frankfurt (available at: https://www.esrb.europa.
eu/news/speeches/date/2016/html/sp160922.en.html) that the euro-area 
banks have become too big relative to the needs of the economy. Bank lend-
ing should flow to productive projects if the economy is to prosper. But 
bank lending in the euro area tends to be procyclical: growing too fast in the 
upswing and insufficiently in the downswing. Thereby banks in the euro 
area have not been helpful to the economy in the aftermath of the GFC.
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7
Is the Share of Income of the Top One 
Per cent Due to the Marginal Product 

of Labour or Managerial Power?

Marta R. M. Spreafico

1  Introduction

For a long time, there has been little interest among most neoclassical 
economists about issues of income and wealth inequality. As Milanovic 
(2013) dramatically put it, “Before the global crisis, income inequality 
was relegated to the underworld of economics. The motives of those who 
studied it were impugned. According to Martin Feldstein, the former 
head of Reagan’s Council of Economic Advisors, such people have been 
motivated by envy. Robert Lucas, a Nobel prize winner, thought that 
nothing [is] as poisonous to sound economics as ‘to focus on questions of 
distribution.’ ” Yet recently, issues posed by income (and wealth) inequal-
ity have been highlighted in a number of recent books, inter alios, by 
Stiglitz (2012), Deaton (2013), Piketty (2014) and Atkinson (2015).

Undoubtedly, Piketty (2014) has attracted the most attention and 
controversy. One of the reasons for the notable impact of Capital in the 
Twenty First Century is that it focuses on the great increase in the share of 
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the top one per cent in income and wealth over the last 30 years, or so, in 
the USA, the UK, Australia and Canada. The increase has been much less 
in the other developed European countries. This emphasis on the change 
in share of the top one per cent presents a much more dramatic picture 
of the increase in inequality than, say, a substantial change in inequality 
recorded by the Gini coefficient.

The figures for the increase in income inequality for the USA over the 
last three decades are remarkable. The labour compensation of the top 
one per cent over the period 1979–2007 accounted for 60 per cent of the 
growth of market-based incomes (38 per cent of post-tax incomes) 
(Bivens and Mishel 2013). The income of the top one per cent is largely 
driven by the earnings of chief executive officers (CEOs), not only because 
they comprise a substantial proportion of the top one per cent but also 
because there is a comparability effect on the salaries of the other top 
earners. So, consequently I shall largely concentrate on the pay of the 
CEOs.

In the USA, over the period 1965–2013, the remuneration of the aver-
age CEOs’ annual income increased from just over $800,000 to $15.3 
million in 2013 (Mishel and Davis 2014). The ratio of the pay of the 
average CEO to that of the average worker was 20:1 in 1965, peaking at 
383:1 in 2000 and is nearly 300:1 in 2013. In the UK, the FTSE 100 
senior executives today earn 150 times that of their average employees; in 
1998 the figure was about 50.

One reason why there has been little attention paid to issues of income 
inequality, with some exceptions, is that pay, including that of CEOs, is 
seen as being driven by market forces (Mankiw 2013). Individuals are 
paid their marginal products. Hence, both the salaries of individuals and 
the share of income going to labour are largely determined by the tech-
nological parameters underlying the aggregate production function. 
Hence, there is little need to consider the role of institutional factors such 
as how salaries are determined or the influence of sociological factors or 
social norms.

However, there are severe theoretical and empirical problems underly-
ing the aggregate production function that vitiates the marginal produc-
tivity theory of distribution. This will be discussed after considering 
Mankiw (2013). Piketty (2014) is sceptical of the relevance of the  
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marginal productivity theory for the determination of the salaries of the 
top one per cent. Nevertheless, he still considers it applicable for explain-
ing the pay of those undertaking ‘replicable’ work, such as a fast-food 
server. I show, by means of a simple example that this still concedes too 
much to the marginal productivity theory of distribution. I next briefly 
discuss the problems surrounding the existence of the aggregate produc-
tion, especially the remarkable work of John McCombie and his col-
league, Jesus Felipe.1 Next, given the rejection of the marginal productivity 
theory of distribution, I consider how CEO pay is determined in prac-
tice. I discuss the way that the attempt to solve the principal–agent prob-
lem has paradoxically substantially increased the relative income share of 
the top one per cent. Finally, I analyse the ‘managerial power approach’ 
associated principally with the work of Bebchuk and Fried (2004). The 
last section summarises and concludes.

2  Why Should Income Inequality 
Be a Matter of Concern? Are Not CEOs 
Paid Their Marginal Products?

The neoclassical standard explanation of how factors of production are 
rewarded has been developed from Ricardo’s model of distribution by 
applying the marginal principle to all factors of production and not just 
to land (Kaldor 1955–1956). Although the early models concerned 
themselves with homogeneous labour, it is a small step to apply this 
methodology at the microeconomic level to individuals.

Consequently, in a nutshell, those workers with higher productivities 
earn higher incomes that reflect their greater contribution to society. This 
is determined solely by the technical conditions of production and fac-
tors affecting the supply of labour. As Clark (1899) wrote many years 
ago, “[i]t is the purpose of this work to show that the distribution of 
income to society is controlled by a natural law, and that this law, if it 
worked without friction, would give to every agent of production the 
amount of wealth which that agent creates” (p. v). While Clark’s  statement 
does not imply that this is what every agent necessarily ought to get,  
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it is often implicitly assumed that this is the case (Mankiw 2013). 
Moreover, the implication is that any attempt to alter the free market 
distribution of earnings will lead to a ‘great contradiction’, as Okun 
(1977) termed it, namely a trade-off between equity and efficiency. As 
altering the distribution of income is likely to reduce the efficiency of the 
allocation of resources, it, therefore, comes at an economic cost.

A recent statement defending the present distribution of the income of 
the top one per cent along these lines, albeit with some minor qualifica-
tions, is that of Mankiw (2013). Mankiw believes that in a competitive 
economy individuals are paid their marginal products. For example, in 
outlining what he sees as the criticism of what he describes as the ‘left’, he 
writes as follows: “In the standard competitive labor market, a person’s 
earnings equal the value of his or her marginal product” (p.  32). The 
normative implications of this are made explicit when he attempts to 
defend the earnings of the top one per cent along the following lines of 
the ethical argument of ‘just deserts’. “If the economy were described by 
a classical competitive equilibrium without any externalities or public 
goods, then every individual would earn the value of his or her marginal 
product, and there would be no need for government to alter the result-
ing income distribution” (Mankiw 2013, p. 32).

Consequently, this may be taken as the neoclassical benchmark. The 
key, Mankiw (op. cit.) continues, is whether the earnings of the top one 
per cent reflect their higher (marginal) productivity or represent the 
extraction of rents. Indeed, he concedes that if the increase in the share of 
the top one per cent were attributable to successful rent-seeking, he 
would deplore it. He asserts that on his own reading of the evidence the 
earnings of the top one per cent, and their rapid growth over the last 30 
years, is due to their increased productivity.

The evidence Mankiw (2013) offers in support of this is not compel-
ling. He invokes the superstar theory that “changes in technology have 
allowed a small number of highly educated and exceptionally talented 
individuals to command superstar incomes in ways that were not possible 
a generation ago” (Mankiw 2013, p. 13). As an example of this, he cites 
Steve Jobs of Apple and the authoress J.K. Rowling. However, their large 
incomes are heavily dependent on institutions set up by governments in 
the form of patents, copyright monopolies and, in the case of Jobs, US 
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state expenditure on R&D (Mazzucato 2013), all of which are the antith-
esis of the free market. Moreover, such huge salaries are not necessary to 
persuade individuals to make substantial contributions to society. Just 
think of the unsung heroes who developed the internet and indeed the 
role of the US government in facilitating it. Then, there is the Genotype 
project, which makes the results freely available to all, compared with the 
smaller project of the Celera Corporation, whose aim was to appropriate 
the private rents from advances in this area. One could go on almost 
indefinitely. Finally, the share of the top one per cent is dominated by 
CEOs and the finance sector, not talented innovators.

The second line of reasoning is that Mankiw argues that the increase in 
the share is due to the ‘race between education and technology’. This is 
the hypothesis that skill-biased technical change has increased the demand 
for skilled relative to unskilled labour and has led to a college premium. 
This, according to the hypothesis and which is Mankiw’s view, has led to 
rising income inequality, which has nothing to do with rent-seeking, but 
is simply the operation of supply and demand for labour. Mankiw argues 
that, while Goldin and Katz (2009) concentrate on the full distribution 
of income rather than the top one per cent, ‘it is natural to suspect that 
similar forces are at work’. The share of the top one per cent is considered 
to follow a similar U-shaped pattern over time similar to the skill–
unskilled wage differential. However, unfortunately for this explanation, 
the college premium flattened out in the 1990s, while the growth of the 
share of the top one per cent was accelerated and bears little resemblance 
to the path of the college premium. Moreover, the skill-biased explana-
tion cannot explain the fact that there has also been a rapid increase in the 
share of the top one per cent in capital income (Mishel and Davis 2014). 
The hypothesis of skill-biased technical change is predicated upon the 
existence of a well-behaved CES production function and the indirect 
measure of different types of technical change.2 I shall question the foun-
dations of the aggregate production function below.

However, for neoclassical economists, the existence of the concept of 
the marginal product of labour and the necessary adjunct of the 
 (aggregate) production function is taken as axiomatic. In the language of 
Lakatos (1970), the latter is part of the ‘hard core’ or, in Kuhnian (1970) 
terms, it is a paradigmatic heuristic. The role of the marginal product of 
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labour in determining pay is taken for granted and is deemed untestable 
by fiat. Consequently, the mainstream view has been that income inequal-
ity and its changes are not major issues. The former merely reflects differ-
ences in the marginal productivities of labour. Moreover, the decline in 
labour’s aggregate share, which has been observed in many advanced 
countries, is explained solely in terms of the aggregate production func-
tion and the value of the elasticity of substitution, together with changes 
in the capital-output ratio.

3  On Piketty’s ‘Illusion of Marginal 
Productivity’

It is difficult to discuss changes in wealth or income inequality without 
mentioning Piketty’s (2014) influential Capital in the Twenty-First 
Century. Piketty (2014) is rightly extremely sceptical of the concept of 
marginal productivity as an explanation for the determination of wages 
and salaries of the top one per cent. The hedge fund manager, for exam-
ple, Paulson earned $3.7 billion in 2007 (Rajan 2010, p. 80). Was this his 
marginal product? How do we test this proposition? Should the marginal 
products of a handful of CEOs of the banks that precipitated the Great 
Recession be regarded as substantially negative over this period? It is 
worth citing Piketty (2014):

To my mind, the most convincing explanation for the explosion of the very 
top US incomes is the following. As noted, the vast majority of top earners 
are senior managers of large firms. It is rather naïve to seek an objective 
basis for their high salaries in individual “productivity”. When a job is rep-
licable, as in the case of an assembly-line worker or fast food server, we can 
give an approximate estimate of the “marginal product” that would be real-
ized by adding one additional worker or waiter (albeit with a considerable 
margin of error in our estimate). But when an individual’s job functions are 
unique, or nearly so, then the margin of error is much greater. Indeed, once 
we introduce the hypothesis of imperfect competition into standard eco-
nomic models (eminently justifiable in this context), the very “individual 
marginal productivity” becomes hard to define. In fact, it becomes something 
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close to a pure ideological construct on the basis of which justification for higher 
status can be elaborated. (pp. 330–331; emphasis added)

What is interesting here is that although Piketty dismisses the concept 
of marginal productivity for senior managers and executives, he seems to 
consider that theoretically it can be measured for those doing ‘replicable’ 
jobs, albeit imprecisely. This seems a somewhat contradictory position. 
As the top one per cent took the vast majority of the increase in income 
over the last 30 years in the USA, and this had nothing to do with their 
marginal productivity (which, as Piketty notes, cannot be independently 
measured), how could the remainder of the labour force be paid their 
marginal products? Nevertheless, it is a short step from Piketty’s state-
ment to assuming that for these employees with replicable jobs, competi-
tive markets will ensure that they are paid the contribution they make to 
the economy. However, while the evidence discussed later provides sup-
port for Piketty’s arguments regarding CEOs’ pay, I shall argue that even 
for replicable jobs, the marginal productivity theory, qua a theory, is logi-
cally problematical.

To show what, in retrospect, may be seen to be a straightforward point, 
let us, following Piketty, take the example of a small restaurant managed 
by the owner. The manager has no idea of the elasticity of demand for his 
meals, and so undertakes a mark-up pricing policy, a là Kalecki. Prices are 
determined by a mark-up on the unit costs of labour (the salaries of the 
waiters and chefs) and the ingredients of the meals together with the 
other capital costs (energy, rates, etc.). Consequently, total revenue is 
given by:

 
p M R wL IM ≡ ≡ +( ) +( )1 π

 
(7.1)

where pM is the price of a meal (M), R is total revenue and I is the value 
of the ingredients. The operating profit is equal to Π ≡ π(wL + I). The 
mark-up is determined by the state of competition from other 
 restaurants, the overall level of affluence in the local area and it is also 
influenced by a target for the level of profits. Nominal wages are assumed 
to be determined by the state of the local labour market. The contribution 
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of value added of the restaurant to output as reported in the national 
income and product accounts (NIPA) is given by:

 
R I Y wL wL wL I− ≡ ≡ + ≡ + +( )Π π

 
(7.2)

Suppose the restaurant is flourishing and the manager considers it 
desirable to hire a new waiter to speed up the service, but for the sake of 
argument, the same number of meals is served. Under this pricing policy, 
the increase in value added (Y) in adding an extra employee, from Eq. 
(7.2), is definitionally equal to ∂Y/∂L = (1 + π)w. So, if we interpret ∂Y/∂L 
as the marginal product of labour, we can see that it is less than the wage 
rate. This is because the hiring of the extra waiter, through the pricing 
policy, automatically increases profits at the same time. Consequently, Π 
is not held constant as L changes and as the neoclassical marginal produc-
tivity theory assumes. Of course, if the manager merely passes on the 
increased labour cost in the form of an increased price of the meal, then, 
from Eq. (7.2) and holding Π constant, by definition, ∂Y/∂L ≡  w (it 
should be noted that the greater price of the meal reflects its increased 
quality, which includes a better speed of service). But this is not the result 
of optimization using a well-behaved production function subject to a 
cost constraint. In fact, changes in the local labour market conditions 
(such as an increase in the minimum wage) that affect the wage rate of the 
waiter will also cause his/her supposed marginal productivity to change. 
But the causation runs from the wage rate to the putatively marginal 
productivity.3

It should be noted that this applies to a firm that is selling a marketed 
product to the private sector. But what about the large (public) sector of 
the economy where there is no independent measure of aggregate output? 
Much depends upon the way it is calculated. In the early national 
accounts, the output was just taken to be equal to the total labour com-
pensation with an arbitrary adjustment for capital costs. In many cases, 
there are measures of physical outputs (such as the number of operations 
in hospitals, or number of trials in the judicial system, which can be 
used), but the problem still arises as to how to price or value them. 
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Attempts in the UK have been made to revise the output measures of 
government services after the Atkinson Review (2005), but insurmount-
able problems remain for the testing of marginal productivity.

It should be noted that the accounting identity, Y ≡ wL + rK, where Y 
is income, holds irrespective of the degree of state of competition, whether 
or not there are well-defined production functions and whether or not 
firms optimise. If this accounting identity is partially differentiated with 
respect to labour, we obtain ∂Y/∂L = w and (∂Y/∂L)(L/Y) = wL/Y = a 
where a is labour’s share. The expression (∂Y/∂L)(L/Y) = α is the neoclas-
sical definition of labour’s output elasticity and, under neoclassical pro-
duction theory, is equal to the wage share if there are competitive markets, 
a well-behaved aggregate production function and factors are paid their 
marginal products. But from the definition of the national accounts, α 
must be definitionally equal to the wage share, a. This led Phelps Brown 
(1957) to comment that labour’s output elasticity of the production 
function and the wage share “will be only two sides of the same coin” 
(p. 557).

On a more pragmatic note, Thurow (1975) in his ‘A Do-it-Yourself 
Guide to Marginal Productivity’ (pp. 211–230) raises some further prob-
lems that occur even if output can be valued independently of the inputs. 
Other questions include the problems posed by disequilibrium, uncer-
tainty, the presence of increasing returns to scale, whether governments 
can in principle ever pay their employees according to their marginal 
productivity and to what extent income benefits influence monetary 
remuneration. As Adam Smith long ago pointed out, production is char-
acterised by the division of labour. The decisions of, say, a CEO will be 
influenced by the quality of the decisions of his subordinates, and indeed 
the outcome of different views in the decision-making process. It makes 
little sense to try to identify the output of an individual in these and simi-
lar circumstances. Clearly, even ignoring the problems of the measure-
ment of the monetary value of output independently of the value of 
wages, there are many other insuperable difficulties noted by Thurow 
(1975) in the way of providing an adequate test of the marginal produc-
tivity theory. These concerns are shared, inter alios, by Stiglitz (2012, 
p. 97).
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4  The ‘Illusion of the Aggregate Production 
Function’

It is somewhat paradoxical that Piketty, in spite of his reservations about 
the marginal productivity theory in explaining the wage rate, nevertheless 
at times explains the changes in the shares going to capital and labour in 
terms of an aggregate CES production function. Piketty notes that over 
the last 30 years or so, capital’s share of income has risen in many coun-
tries while the ratio of capital to income has also increased. In terms of 
conventional neoclassical production theory, this change is simply 
explained in terms of an aggregate production function where capital and 
labour are paid their marginal products and the elasticity of substitution 
is greater than unity.4 After discussing the effect of bargaining power on 
factor shares, this is soon ignored and Piketty considers the role of tech-
nology and the production function as an explanation for the changes in 
the functional distribution of income between capital and labour. 
However, Piketty’s estimates of the capital stock, which are broadly 
defined, seem to be overstated and the capital-output ratio has fallen. 
This implies an elasticity of substitution of less than unity, which empiri-
cally seems to be the case (Chirinko 2008; Rowthorn 2014). However, in 
this approach, there is no role for changes in labour market polices, glo-
balization and so on, to affect the functional distribution of income. It is 
all down to the technology of production. But is it?

4.1  The Cambridge Capital Theory Controversies 
and the Aggregation Problem

Although the aggregate production function is now used in neoclassical 
economics, there is a fundamental problem as to whether or not it exists. 
First, there is the question as to even when there are well-defined micro- 
production functions, these can be aggregated to give an aggregate pro-
duction function. Fisher (2005), who has done more work on this 
problem than most, comes to the conclusion that micro-production 
functions cannot be successfully aggregated.5
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Related to this, are the Cambridge capital theory controversies of the 
1950s and 1960s. This debate was largely between Cambridge UK and 
Cambridge Massachusetts (MIT). The first issue centred on whether the 
theoretical concept of ‘capital’ as a factor of production had any meaning 
outside the highly restrictive one-commodity world. The upshot was that 
the answer was ‘no’. This important debate between Cambridge, UK, and 
Cambridge, Massachusetts, has long been relegated to the history of eco-
nomic thought, forgotten or treated as an esoteric debate in theory 
(Birner 2002). Samuelson (1962) published a paper where he purported 
to show that a production system with more than one technique of pro-
duction could be represented by a one-commodity aggregate production 
function. The capital theory controversies, and they were entirely a mat-
ter of theory, proved that this construct was untenable. It was also shown 
that outside a one-commodity world, an increase in the wage rate was not 
necessarily associated with an increase in the capital-labour ratio (‘capital 
reversing’). ‘Reswitching’ can also occur, which is when the same tech-
nique of production can be the most profitable at two different interest 
rates.6 While even theoretical debates are rarely conclusive in economics, 
the force of the Cambridge (UK) critique was conceded by Samuelson 
(1966). However, results and implications of this debate have long been 
forgotten by most economists.

So why are aggregate production functions still so widely used?

4.2  Why Aggregate Production Functions ‘Work’?

One reason is that aggregate production functions ‘work’, in that statisti-
cal estimations of them give plausible estimates of the parameters. As 
Solow once remarked to Fisher, “had Douglas found labor’s share to be 
25 per cent and capital’s 75 per cent instead of the other way around, we 
would not now be discussing aggregate production functions” (Fisher 
1971, p. 305).

Most neoclassical economists accept Friedman’s (1953) methodologi-
cal stance that the realism of the assumptions of a model does not matter, 
what is important is its predictive ability. Ever since Cobb and Douglas’s 
(1928) seminal paper, many estimations of aggregate production  
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functions have found good statistical fits with the estimated output elas-
ticities close to the factor shares. This has been taken to show that the 
aggregation problem and the Cambridge capital controversies are empiri-
cally irrelevant. Furthermore, this statistical result is interpreted as an 
indirect confirmation that factors are paid their marginal products.7

However, a difficulty arises from the fact that the aggregate production 
function is an engineering relationship and should be expressed in physi-
cal terms (see, e.g., Ferguson 1971, p. 250). However, aggregate produc-
tion functions are estimated using constant price value data for output 
and the capital stock, where the output and the capital stock are a 
constant- price value measure and the ‘price’ is a price deflator. The (erro-
neous) implication is that the results of the physical one-sector produc-
tion function still follow through unaffected. The problem is that in 
practice the aggregate production function has to be estimated using 
constant-price value data for both output (confusingly, sometimes called 
the ‘volume’ of output) and the capital stock. The accounting identity 
Y = wL + rK must hold for any state of competition, whether or not there 
are constant returns to scale and, importantly, even if the aggregate pro-
duction function does not exist. If the identity is differentiated and then 
integrated at any point of time, then the result is a Cobb–Douglas rela-
tionship given by:

 Y wl rK Bw r L K AL Ka a a a a a≡ + ≡ ≡− −( ) −( )1 1 1
 (7.3)

where B is the constant of integration and a and (1 − a) are the factor 
shares.8 Equation (7.3) has no behavioural content at all. However, when 
cross-sectional observations are used in the statistical estimation of the 
Cobb–Douglas, a, (1 − a), w and r may all differ. But generally if one 
were to estimate a putative Cobb–Douglas production function, the ‘out-
put elasticities’ would be close to the factor shares, which would be mis-
leadingly interpreted as confirming that factors of production are paid 
their marginal products. If the factor shares differ in the cross-sectional 
data, then the use of a Box–Cox transformation may suggest that a more 
flexible functional form, such as the CES relationship, may give a better 
statistical fit and approximation to the accounting identity.

 M. R. M. Spreafico



 167

What about estimates of aggregate production functions using time- 
series data? Following Felipe and McCombie (2013), we can express the 
argument as follows where the ‘direction of causation’ runs from the 
identity to the putative production function:

 
Y w L r K Y a w a L a r a Kt t t t t t t r t t t t t t≡ + ⇒ ≡ + + −( ) + −( ) ⇒ˆ ˆ ˆ1 1

 

Y F K L tt t t= ( )⇒, , Cobb Douglas CES translog production functi ; ; oons
 

(7.4)

Expressing the accounting identity in growth rates may yield a variety 
of functional forms, depending upon how the factor shares vary over 
time, if in fact they do. For expositional ease, if the factor shares are con-
stant, then the accounting identity may be expressed as:

 
Y A e K Lt

t
t
a

t
a≡ −( )

0
1λ

 
(7.5)

where λ = ar + (1 − a)w, that is, the weighted growth of the rate of profit 
and the wage rate are constant. If this is the case, estimating the account-
ing identity will give a perfect fit to the supposed Cobb–Douglas produc-
tion function. More generally, the identity will give a good fit to time-series 
data, provided the weighted logarithm of the wage rate and profit rate can 
be accurately proxied by a time trend. This will often have to be a non- 
linear function as the wage rate and the profit rate have a strong cyclical 
component. The use of a linear time trend can give such poor statistical 
results that it often gives the impression that a behavioural equation is 
being estimated. It should be noted that this critique does not just apply 
to the Cobb–Douglas production function. If the identity has changing 
factor shares due to, say, the relative change in the bargaining power of 
firms and workers due to globalization, a better transformation of the 
accounting identity may be given by a CES relationship as in Eq. (7.4) 
(Felipe and McCombie 2001; Simon 1979). What are the implications? 
The use of the aggregate production function to determine the output 
elasticities and, hence, indirectly test and often supposedly confirm the 
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marginal productivity theory of distribution by comparing them to the 
factor shares is without foundation.

Piketty is aware of the limitations of the aggregate production function 
and the role of the paradigm in determining what the legitimate ques-
tions are.

All economic concepts, irrespective of how ‘scientific’ they pretend to be, 
are intellectual constructions that are socially and historically determined, 
and which are often used to promote certain views, values or interests. […] 
In particular, the notion of the aggregate capital stock K and of an aggre-
gate production function Y = F(K, L) are highly abstract concepts. From 
time to time I refer to them. But I certainly do not believe that such gross 
oversimplified concepts can provide an adequate description of the produc-
tion structure and the state of property and social relations for any society. 
(Piketty 2015, p. 70)

Given these conclusions, the logical step is to examine how the pay of, 
say, the top one per cent is determined in practice, looking at the institu-
tional framework within which these salaries are determined. This 
involves using a completely different framework and discarding the neo-
classical paradigm.

5  The Determination of the Pay of CEOs

The increase in overall inequality in incomes has generally been explained 
in terms of labour market forces; the increasing wage premium for college 
graduates, the effect of technical change on the increased demand for 
skills, the effect of globalization, and the weakening of labour and prod-
uct market policies and institutions (OECD 2011; Autor 2014). But 
these explanations, such as those based on the supply and demand for 
skills, are not adequate to explain the rapid rise of the extreme top end of 
the earnings distribution. Table 7.1 shows the extraordinary increase in 
the ratio of CEO pay to the average worker’s pay for the USA over the 
period 1965–2015. There is the rapid rise in the ratio from 1990 to 2000, 
followed by a sharp dip associated with the bursting of the dot.com bub-
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ble, the recovery and then the short-term decline with the Great Recession. 
The first obvious problem with the marginal productivity explanation is 
that the rapid growth of CEO salaries since 1990 is not matched by any 
increase in the efficiency of firms or the growth of total output. According 
to the Bureau of Labor Statistics, the growth of US labour productivity 
over the period 1990–2000 was 2.2 per cent per annum, 2000–2007, 2.6 
per cent per annum and 2007–2016, a mere 1.2 per cent.

The evidence seems to point to the fact that the increase in the share of 
the top tail of the distribution has been the result of rent extraction and 
the pay-setting institutions and not the working of competitive markets 
(Bivens and Mishel 2013).

Compelling evidence that these high salaries are largely rents is that the 
increase in the top one per cent in the USA has been mirrored in the UK, 
Australia and Canada, but not to such an extent in the other advanced 
countries, such as continental Europe, Korea and Japan. The experiences 
of Japan, Germany and Sweden, where the share of the top one per cent 
since the 1930s either depicts an L-shaped curve or is flat, are very differ-
ent from those of the USA, and the UK, where the pattern of inequality 
follows a U-shaped curve. Alvaredo et al. (2013) suggest that different 
institutional arrangements and policies may be the reason why similar 
countries exhibit ‘such diverging patterns’ in inequality. They maintain 
that “purely technological stories based solely upon the supply and 

Table 7.1 CEO-to-worker compensation ratio, 1965–2015 (selected years)

Year CEO-to-worker compensation ratio

1965 20.0
1970 23.2
1975 25.1
1980 33.8
1985 45.9
1990 71.2
1995 122.6
2000 376.1
2005 308.0
2010 229.7
2013 303.1
2015 275.6

Source: Mishel and Schieder (2016)
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demand of skills can hardly explain such diverging patterns” (Alvaredo 
et al. 2013, p. 5).

Arguments in support of the contention that CEOs are paid their mar-
ginal products in competitive markets are unconvincing. Kaplan (2012) 
asks how is it that other groups such as private corporate lawyers, hedge 
fund investors and private equity investors have achieved equal signifi-
cant increases? He further argues that CEO compensation has risen 
slower than the average incomes of the top households, an argument 
quoted with approval by Mankiw (2013). But as Bivens and Mishel 
(2013) and Mishel and Davis (2014) have shown, if one uses the earners 
and not households as the comparator, CEO compensation has risen 
faster. But even if Kaplan (2012) is correct, how does this necessarily 
demonstrate that top incomes are determined in a competitive market for 
talent? The rapid growth of their income could be largely the result of 
comparability with CEOs’ remuneration and influenced by the fact that 
the pay determination of the top earners has changed since the 
mid-1970s.

Furthermore, in the USA and the UK, the rapid increases in the size 
and profits of the financial sector have driven up top salaries in this sector. 
In 2008, in the USA, the finance sector earned a quarter of GDP and 40 
per cent of profits.9 Philippon and Reshef (2012) have estimated that the 
most significant factor in determining wages in this sector just prior to 
the subprime crisis was deregulation. This led for a short time to an 
increase in this sector’s profits, before the subprime crisis, through a rapid 
increase in leverage and risk taking, the latter caused by the extensive use 
of financial instruments such as Residential Backed Securities, 
Collateralized Debt Obligations and Credit Default Swaps on the 
Collateralized Debt Obligations. Philippon and Reshef (2012) find that 
the excess wage in finance, the difference between the amount employees 
earned in this industry, compared with the amount they are predicted to 
make, reached 40 per cent, which can largely be attributed to rents.

But clearly, to understand why CEOs’ income has risen so dramati-
cally, it is necessary to examine how their salaries are determined in prac-
tice. There is now great deal of evidence as to how top executives’ pay is 
set in reality. As Bebchuk and Fried (2004, 2005) have shown, CEOs’ 
salaries are determined by supposedly independent remuneration  
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committees and directors on behalf of the shareholders. These commit-
tees, which can hardly be described as independent (Bebchuk and Fried 
2004), are responsible for not only setting the base salary but also bonus 
schemes, such as stock options and restricted stock, to incentivise the 
CEO to act in the best interests of the shareholders (Conyon 2006).

There are basically two competing explanations as to whether this is 
successful. One view is that ‘optimal contracts’ have been introduced for 
CEOs, and other highly paid executives, and have largely solved the prin-
cipal–agent problem. The other view is articulated by Bebchuk and Fried 
(2003, 2004, 2005) who dismiss the optimal contracts literature, refer-
ring to it disparagingly as the ‘official story’.10 Their central hypothesis is 
that the determination of executive pay is the result of a process of remu-
neration committee capture, whereby the CEOs succeed in setting their 
own compensation. Bebchuk and Fried (2004) call this process ‘the 
 managerial power approach’, which is presented as a more convincing 
alternative to the optimal contracting theory.

According to the optimal contracting approach, CEOs earn what is 
termed their ‘reservation utility’, which is the remuneration that prevents 
them from quitting and going somewhere else. According to the manage-
rial power approach, the CEO compensation is set as high as possible, 
subject to an ‘outrage factor’, which has changed for some reason over 
time. According to the principal–agent approach, the use of options and 
restricted shares, as a substantial part of a CEO’s salary package, is seen as 
incentives given to solve an agency problem. CEOs’ compensation is 
linked to the financial performance of their firms as reflected in their 
share valuation. According to the managerial power approach, whatever 
their rationale, options and restricted stock only transfer rents to execu-
tives and do not act as an incentive to get value-maximising strategies 
adopted.

Much of the impetus for the rapid increase in the use of stock options 
as a substantial part of CEOs’ remuneration came from the work of two 
influential business economists, Jensen and Murphy (1990a, b). Under 
the standard belief that the best judge of the performance of corporations 
are financial markets, they encouraged the remuneration committees of 
companies to award CEOs high compensation (they thought that, at the 
time, CEOs were underpaid), using stock options in order to attract and 
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retain the best and most talented individuals and to use monetary incen-
tives to align the conflicting interests. This ‘pay for performance’ was seen 
as the best solution to the principal–agent problem. It aligns sharehold-
ers’ and CEOs’ interests because, so the argument goes, CEOs are 
rewarded only if they pursue the principals’ interests, which will be 
reflected in the firms’ share price.

This ‘optimal contracting’, which is aligned to the ‘maximizing share-
holder value’ approach, has been widely adopted in the USA. The success 
of the management of the firms was to be judged largely, or solely, in 
terms to the share price of the firm. Typically, top executives have been 
given options to buy shares not at the then prevailing price, but at some 
time in the future, when the share price is likely to be higher, supposedly 
due to CEOs’ efforts. It is notable that in 2004, on the basis of evidence 
of the actual effect of the stock options, Jensen et  al. had a complete  
volte face and completely changed their minds.11 However, by then,  
it was too late.

Consequently, we have an answer to the question posed above: what 
was the cause of the dramatic rise in CEOs’ pay over the last 30 years or 
so? If one were to search for an, or indeed the most, important proximate 
factor in the growth of CEO pay relative to the mean wage, one need 
look no further than the widespread use of stock options. The use of 
stock options was introduced in addition to CEOs’ salary as there was no 
corresponding reduction in the latter when the stock options were intro-
duced. Starting from the 1980s, there is a high correlation between 
CEO’s remuneration and stock prices. Table 7.1 shows the consequences 
of the move towards a much greater part of the remuneration of CEOs 
being tied up with stock options and, hence, being closely correlated in 
the value of the stock prices.

Table 7.2 reports the results of regressing the logarithm of CEO annual 
compensation on the logarithm of S&P Index series over the period 
1965–2014. The regression results reveal the strong and statistically sig-
nificant impact of the growth of the S&P index on that of the top execu-
tives’ pay, with over 80 per cent of the variation of the latter explained.12 
The regression analysis starts by assessing the estimated impact of the 
lagged level of the S&P Index on the CEO’s annual compensation both 
without and with a time trend (columns I and II). It is found that the time 
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trend is statistically significant and that the S&P index has affected posi-
tively the level of the CEO’s pay, and is statistically significant. The same 
occurs even when we control for the structural break. Empirical tests 
reveal that there has been a structural break in 1993: before and after that, 
the autonomous growth of CEO compensation is positive and significant, 
and equal to five and two per cent per annum, respectively (columns III 
and IV). Finally, it is investigated whether there had been any change in 
the slope coefficient of the S&P index. It is found that the slope has 
changed and has increased after 1993, but by a small amount (column V).

Bebchuk and Grinstein (2005) run regressions attempting to explain 
the rapid rise of CEO compensation, over the period 1993–2003, but 
solely in terms of standard industry variables. They conclude that “the 
growth in pay levels has gone far beyond what can be explained by the 
changes in market cap and industry mix” (p. 302).

Why did performance-related pay prove ineffective, and merely led to 
rapid increases in CEOs’ remuneration? The answer is that in the USA, the 
structure of a corporation is such that CEOs have enormous influence over 
the board of directors, who are supposed to be independent and to super-
vise the CEOs’ conduct and remuneration. Directors often receive large 
direct and indirect benefits, which are largely at the CEOs’ discretion. 
Moreover, there are often interlocking pay committees with CEOs being 
on each other’s remuneration committees, even if at several times removed. 
Consequently, the CEOs’ remunerations are effectively mutually deter-
mined. There are spillover effects into the public sector where large pay 
increases of the top managers are justified by reference to comparable pri-
vate-sector pay, often judged merely by the size of the organization rather 
than any reference to its profitability (Bebchuk and Fried 2003).

Bebchuk and Fried (2004) analyse in detail the performance-related pay 
schemes, with a view to determining whether these resemble more the 
optimal contracting approach (according to the principal–agent theory) or 
the so-called managerial power approach. They found that the structure of 
the compensation schemes provides compelling evidence for the manage-
rial power approach. Performance pay in the private sector is often linked 
to the overall increase in the value of the company’s shares, not how the 
company performs relative to the stock market overall. Ideally, CEOs’ 
compensation should reflect only the degree to which the company perfor-
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mance that has been affected by their actions. If the value of all shares 
increases, as it happens during a stock market boom, then additional com-
pensation should go only to the CEOs of those companies whose stock 
prices rose more rapidly than the average. But this never occurs in practice. 
CEOs receive stock options with a fixed price and can achieve considerable 
payments for these, even if their stock increases less than the market 
(Bebchuk and Fried 2004). Moreover, many of the arrangements for 
CEOs’ pay are far from transparent, which is the opposite of what one 
would expect if the principal–agent problem was to be minimised.

The remarkably small number of financial linkages that connect most 
of the world’s international firms has been demonstrated by Vitali et al. 
(2011). They used complex network analysis to trace the cross-holdings 
between 43,060 transnational corporations and found that 147 of these 
companies had control of 40 per cent of the value of transnational corpo-
rations, and 737 had control of 80 per cent. It can be seen that this close 
interrelationship not only poses severe economic stability problems but 
also how a very small network of top managers could come to set their 
own salaries based on a circularity notion of comparability.13

In other words, according to the evidence, the rapid increase in CEOs’ 
remuneration has been driven more by rent extraction than the result of 
a well-functioning competitive market for senior executives. Moreover, 
while changes in income distribution need not be a zero-sum game, there 
is overwhelming evidence that the rise in the share of the top one per cent 
has been at the expense of the remaining 99 per cent. The relationship 
between work effort and pay in the neoclassical schema (work is seen 
merely as a disutility) is over simplistic. Many CEOs and top earners gain 
a great deal of utility through the power and prestige of their positions, 
and it is doubtful whether their work effort would decrease if their earn-
ings were taxed more or their salaries were less.

6  Summary and Conclusions

The last three or four decades have seen an explosion in the pay of not 
only the CEOs but also of managers in the non-private sector. What was 
once considered an unacceptable salary for the top earners compared to 
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the average remuneration has now become commonplace. The whole 
question of the remuneration of top executives and managers is one that 
involves a consideration of how these payments are determined and social 
norms about what is acceptable. These social norms are not those of the 
society as a whole, but rather those involved in the determination of these 
salaries. Clearly, an important question is how these social norms (or 
moral outrage) are determined and how and why they change over time.

What is clear, however, is that any defence of the rapid increase in the 
earnings of the top one per cent based on the notion of marginal produc-
tivity by neoclassical economists and the concept of ‘just deserts’ is unten-
able. I have highlighted the theoretical and insurmountable problems 
concerning the marginal productivity theory of factor pricing and the 
related concept of the aggregate production function. But what is also 
telling is that for the neoclassical approach, grounded in the need for 
microfoundations and using extensively the individual representative 
agent, it is impossible to test whether the remuneration of a specific indi-
vidual represents his or her contribution to society. The chapter has con-
sidered the way that CEOs are remunerated. It is clear that the rapid 
increase in their pay, and that of the top one per cent, represents a change 
in societal values and their managerial power; a concept that fits uncom-
fortably within neoclassical economics. In fact, the debate over the pay of 
the CEOs merely serves to emphasise the fact that the neoclassical 
approach, in relying on the marginal productivity theory of distribution, 
does not have a coherent theoretical explanation of wage determination.

Notes

1. See Felipe and McCombie (2013) for a compendium of their research.
2. See Solow (2014) for compelling criticisms of some of Mankiw’s 

arguments.
3. Note that if prices are determined by a mark-up on unit labour costs, 

labour’s share is given by 1/(1+π). The mark-up will be determined by 
the state of competition in both the product and the labour market.

4. In terms of the aggregate CES production function with constant returns 
to scale and factors paid their marginal products, capital’s share equals 
(1 − a) = δ(K/Y)(σ − 1)/σt and σ is the elasticity of substitution.
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5. For a more detailed discussion of the aggregation problem, see Fisher 
(1992) and Felipe and Fisher (2008).

6. See Cohen and Harcourt (2003) and Pasinetti and Scazzieri (2008) for 
useful summaries.

7. See, for example, Mankiw and Taylor (2008, p. 69) and Hoover (2012, 
pp. 326–331) for textbook justifications of this approach.

8. Note that this is different from the identity derived from neoclassical 
production theory where the value of output is pQ where p is the price 
in, say, £s per unit output. It is theoretically possible to recover the physi-
cal volume of output from this and theoretically estimate the production 
function in terms of physical units.

9. However, as Haldane et al. (2010) suggested, the conventional way that 
output of the finance sector is calculated in the NIPA is likely to have 
provided an overestimate in the run up to the subprime crisis.

10. See also the review of Bebchuk and Fried (2004) by Weisbach (2007).
11. See also Stout (2014).
12. The regression results pass all the usual diagnostic texts. Tests for struc-

tural breaks (Clemente–Montañés–Reyes and Zivot–Andrews unit root 
tests) reveal that a breakpoint in the (ln) CEO’s annual compensation 
series occurred in 1993. Both the augmented Dickey–Fuller test (t-sta-
tistic equal to −3.462, 5% critical value being −2.955) and the Johansen 
tests for co-integration (t-statistic equal to 16.1067 for the null of no 
co-integration, 5 per cent critical value being 15.41; t-statistic equal to 
0.4939 for the null hypothesis of at most one co-integrating equation, 5 
per cent critical value being 3.76) reject the null hypothesis of no 
co-integration.

13. Bivens and Mishel (2013, pp.  63–71) and Alvaredo et  al. (2013, 
pp. 9–11) present a more detailed discussion of linkages between indi-
vidual CEOs remuneration.
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8
Macroeconomic Lessons 

from the Financialisation Process

Jesús Ferreiro

1  Introduction1

Although the financialisation process can be considered a historical and 
structural phenomenon, mainly in the most developed economies, it is 
true that in the more recent decades, mainly since the 1990s, it has suf-
fered an unparalleled increase. This is due to the policies of domestic and 
international liberalisation and deregulation of financial markets. In this 
sense, a rising number of contributions argue, as we argue below, that the 
rising size of finance is the main cause of the financial and economic cri-
ses that emerged in the world economy, mainly in the developed econo-
mies, since 2007. This contribution, which is mainly based on the 
research carried out along the FESSUD research project, tries to collect, 
with the obvious limitation of space, the main macroeconomic lessons 
that can be extracted from the macroeconomic consequences generated 
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by the financialisation process in most developed and emerging market 
economies, with a special focus on the case of European economies.

This chapter is structured into three main sections. The first section 
will focus on the definition of the financialisation processes. The second 
section will focus on the consequences of the financialisation process on 
economic activity in general and on the activity carried out by particular 
sectors and agents. The third section will deal with the Great Recession 
(GR) in terms of an extended consensus on the key role played by the 
excessive growth of finances on the burst of the crisis. This study pays 
attention to the different impacts of the economic and financial crises on 
European countries and to the consequences generated on the manage-
ment of macroeconomic policies, mainly in developed and European 
countries. The final section will be devoted to the consequences of finan-
cialisation on the European integration process. Finally, we summarise 
and conclude.

2  Definition of the Financialisation Process

The last decades have witnessed a fast growth of financial sectors not only 
in developed but also in emerging and developing economies. This expan-
sion of financial sectors, financial institutions and financial products has 
given rise to what is labelled as the “financialisation” process. Not only 
does this concept encompass the rising size of the financial sector but, 
mainly, the rising influence of finances in non-financial agents’ decision- 
making: “financialisation means the increasing role of financial motives, 
financial markets, financial actors and financial institutions in the opera-
tion of the domestic and international economies” (Epstein 2005, p. 3).

However, although we refer to a recent and typical of modern econo-
mies’ phenomenon, “capitalist economies have always relied heavily on 
finance” (Brown et al. 2015, p. 6). Therefore, what actually defines, and 
is characteristic of, the current financialisation process is the fact that the 
influence of finances in the economic process, that is, in the processes of 
decision-making of private (financial and non-financial) and public 
agents, and in the political and social arenas, is significantly larger than in 
the past (Sawyer 2015, 2017).
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For this reason, most studies about the financialisation process begin 
with a definition of this process that is mainly focused in the description 
(and further explanation) of the consequences of financialisation instead 
of a precise definition of this process. Thus, for instance, for Hein and 
van Treeck (2010), the main consequences of financialisation would be 
their effects on the objectives and constraints of corporations (financial 
and non-financial, mainly large corporations), with the consequent 
impact on corporate investment, the creation of new opportunities and 
risks for families due to the larger influence of wealth and indebtedness 
on households’ decisions about consumption, and, lastly, the impact gen-
erated in income distribution due to the change in the power relations 
among shareholders, managers and workers.

Fine (2013) emphasises that the financialisation process has involved

the phenomenal expansion of financial assets relative to real activity (…); 
the proliferation of types of assets, from derivatives to future markets (…); 
the absolute and relative expansion of speculative as opposed to or at the 
expense of real investment; as shift in the balance of productive to financial 
imperatives within the private sector whether financial or not; increasing 
inequality in income arising out of weight of financial rewards; consumer- 
led booms based on credit; the penetration of finance into ever more areas 
of economic and social life such as pensions, education,, health, and provi-
sion of economic and social infrastructure; the emergence of a neo-liberal 
culture of reliance upon markets and private capital and corresponding 
anti-statism despite the extent to which the rewards to private finance have 
in part derived from state finance itself (…) the continued role of the US 
dollar as world economy (…) And however financialisation is defined, its 
consequences have been perceived to be: reductions in overall levels and 
efficacy of real investment (…); prioritizing shareholder value, or financial 
worth, over other economic and social values; pushing of policies towards 
conservatism and commercialization in all respects; extending influence of 
finance, more broadly, both directly and indirectly, over economic and 
social policy; placing more aspects of economics and social life at the risk of 
volatility from financial instability and, conversely, places the economy and 
social life at risks of crisis from triggers within particular markets. (p. 6)

In a shorter, and more operative, way we can state that the main ele-
ments that define the financialisation process are (i) the rising weight and 
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size of financial activities, sectors, institutions and products, in modern 
market economies; (ii) the rising size of indebtedness of private agents 
(families and financial and non-financial corporations); and (iii) the ris-
ing influence of financial variables on the non-financial private agents’ 
decisions on their resources allocation processes.

Having said that, it is evident that although financialisation is a com-
mon process to all developed economies, among them the European 
ones, and to many emerging and developing economies, and that the 
main reasons of this process have been the widespread policies of liberali-
sation and deregulation of the financial system (Sawyer 2011, 2017; 
Stockhammer 2011; Tyson and McKinley 2014; Hein 2015), it must be 
recognised that the intensity and the consequences of this global process 
differ markedly among countries, leading to a variegated process of finan-
cialisation (Brown et  al. 2015, 2017; Hein et  al. 2016; Sawyer 2015, 
2017).

The existence of a variegated financialisation process is a key element 
to study and define, as it was stipulated at the Description of Work 
(DoW) of the FESSUD Project the “main policy implications of the 
financial crisis of 2007/09 and the events leading to that crisis, and the 
policy recommendations coming from the work of FESSUD”. 
Throughout the research developed in the FESSUD project, it was clear 
that the origins of the current financial and economic crisis must be 
found in the financialisation process. Also, and consequently, we cannot 
correctly understand the origins and the consequences of the GR if we do 
not pay the necessary attention to the huge development of finances that 
has taken place in the last decades and the consequent larger size of finan-
cial activities and the unparalleled larger size of the financial sector 
(Detzer and Herr 2014; Hein et al. 2015; Hein and Dodig 2014).

Although the elements that have triggered the financialisation of mod-
ern economies are common to all of them (the deregulation and liberali-
sation of financial sectors) and the consequences are similar (in terms of 
an unparalleled rising size of the financial sectors and agents), in each case 
country a number of different and specific elements converge that have 
contributed to defining the particular model of development and work-
ing of the financial systems and the relationships between the financial 
sector and the non-financial private agents, thus implying that the 
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 “processes of financialisation are not uniform across countries and time” 
(Sawyer 2015, p. 4).

3  Macroeconomic Implications 
of the Financialisation Process

Although financialisation processes are country- and time-specific, most 
studies share the opinion that these processes, mainly when the size and 
influence of financial markets exceeds a certain threshold, generate a set 
of negative macroeconomic consequences, with all of them operating in 
the same direction, although the intensity of these effects may differ.

It is commonly argued that one of the main features of the financialisa-
tion process is the huge increase in the size of financial sectors, and, con-
sequently, in the size of financial assets and liabilities, usually measured as 
a percentage of gross domestic product (GDP). Ferreiro and Gómez 
(2016) analysed the evolution between the years 1999 and 2014 of the 
size of financial assets and liabilities in the countries that belong to the 
Eurozone. The analysis was carried out not only for the whole economy 
of each euro country but also for the main agents, namely, non-financial 
corporations, financial corporations, households, general government 
and the rest of the world. The objective of that paper was twofold. The 
first was to detect the existence of significant differences in the size of the 
financial balance sheets of the different institutional agents in the euro 
countries. The second was to analyse whether the differences in the mac-
roeconomic performances of these countries were associated with the dif-
ferences in the size and evolution of those financial balance sheets. Thus 
trying to check the hypothesis that the financialisation process (the larger 
sizes and increases in financial assets and liabilities) was associated to a 
better (or worse) macroeconomic performance.

The main findings of this study can be summarised in the following 
four conclusions. First, larger financial balance sheets are not associated 
with higher growth of economic activity in the euro countries. The 
authors analysed the existence of a relationship between the variation of 
GDP and the change recorded in the net financial assets, in the financial 
assets or in the financial liabilities, both for the whole period 1999–2014 
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and for the two sub-periods 1999–2008 and 2008–2014. The authors 
did not find any significant relationship between the aforementioned 
variables neither when a linear relationship was analysed nor when a qua-
dratic relationship between the dependent and the explanatory variable 
was analysed. This result implies that the financialisation process was not 
a significant determinant of the expansion registered before the onset of 
the great financial crisis (GFC) and of the decline in economic activity 
registered during the GR.

The second conclusion was that more finance was not associated to a 
more intense fixed capital formation. The authors analysed whether the 
change (measured as a percentage of real GDP) of net financial assets, 
financial assets or financial liabilities recorded for each period in the euro 
countries had a significant effect on the evolution of gross fixed capital 
formation (GFCF) in the total economy. They did not find any signifi-
cant relationship between the variation of the GFCF and the change 
recorded in the net financial assets, in the financial assets or in the finan-
cial liabilities, neither in the period 1999–2008 nor in the years 
2008–2014.

A similar analysis was carried out for the investment of non-financial 
corporations. Checking whether the changes in the main components of 
the financial balance sheets of non-financial corporations in the Eurozone 
countries (i.e., the change measured as percentage of the GDP of net 
financial assets, financial assets and financial liabilities of non-financial 
corporations) had an impact on the investment made by this sector.

In this case, the conclusions reached in the study differed depending 
on the period analysed. Regarding the period 1999–2008, Ferreiro and 
Gómez (2016) did not find a significant relationship between the change 
in the size of real investment of non-financial corporations and the change 
in the size of net financial assets, financial assets or financial liabilities of 
these corporations. This result implies that the financialisation of non- 
financial corporations between 1999 and 2008 would have not been a 
significant determinant of the average increase of investments of non- 
financial corporations in the euro countries.

However, the authors detected a significant impact of the change of 
financial assets and liabilities in the years 2008–2014 on the investment 
of non-financial corporations. The analysis showed the existence of a  
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quadratic relationship between the change of investment and the change 
in the size of financial assets of non-financial corporations. The sign of 
the coefficients implied that the change of financial assets had a positive 
but decreasing effect on the change of the gross capital formation made 
by the non-financial corporations, with the inflexion point being an 
increase of financial assets equivalent to 189.3 per cent of GDP.  This 
result implied that over this figure, the rise of financial assets had a nega-
tive impact on GFCF of non-financial corporations. The sign and the 
values of the constant and the coefficients of financial assets implied that 
the increase in the size of financial assets contributed to compensating the 
declining trend in the investment of non-financial corporations. Indeed, 
the investment of non-financial corporations would have only grown in 
the countries where the financial assets of these companies increased 
above 39 per cent of GDP, something that happened during those years 
only in Ireland and the Netherlands.

In the case of the financial liabilities, the impact of this variable on the 
gross capital formation of non-financial corporations would have been 
positive, although the investment of non-financial corporations would 
have been positive only in those countries where liabilities grew above 
114 per cent of GDP, something that happened only in Ireland (where 
the increase amounted to 308 per cent of GDP).

The above results imply that the deleveraging process carried out by 
non-financial corporations during the crisis was associated with a strong 
decline of GFCF by non-financial corporations.

Finally, Ferreiro and Gómez (2016) also analysed the influence of 
financialisation of the consumption and savings decisions made by house-
holds in the euro countries, concluding that larger financial balance assets 
in booms have led to larger households consumption but deleveraging 
(decline of financial liabilities) has led to a significant decline in 
consumption.

During the years of the GR, they did not find any significant relation-
ship between the change in the size of households’ private consumption 
and the change in the size of net financial assets, financial assets or finan-
cial liabilities of these agents. However, for the period 1999–2008, they 
did find a significant impact on consumption of the change of financial 
assets and liabilities. Ferreiro and Gómez (op. cit.) argued that the change 
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of financial assets had a positive and rising effect on change of private 
consumption. Therefore, before the GR the declining rise of households’ 
financial assets would have contributed to moderate the growth of private 
consumption. However, the evolution of households’ financial liabilities 
would have had a larger impact on private consumption. Therefore, that 
result reinforced the idea that before the GR private consumption had 
been fuelled by the larger households’ borrowing.

The authors also analysed the impact of the changes in the compo-
nents of the financial balance sheets of households (i.e., the change mea-
sured as percentage of GDP of net financial assets, financial assets and 
financial liabilities of non-financial corporations) on households’ savings 
rate. Before the year 2008 only a significant direct relationship between 
the change in households’ gross savings rate and the change in net finan-
cial assets prevailed. The study concluded that, by itself, the decline in 
households’ net financial assets would have generated a fall in the savings 
rate amounting to 1.3 percentage points (higher than the registered fall). 
However, when the determinants of the change in gross savings rate dur-
ing the GR were analysed, the only significant relationship was with the 
change of households’ financial assets. During the GR, only the change 
of the size of financial assets had a significant impact on the change of 
households’ gross savings rate. Thus, the larger size of financial assets in 
the euro countries would have led to a decline of the gross savings rate in 
the years 2008–2014.

Financialisation processes are also associated with the existence of sig-
nificant changes in income distribution, both in the personal and the 
functional distribution. Thus, financialisation is related to significant 
declines in the wage shares, that is, in the size of wages as a percentage of 
GDP. But, financialisation is also generating a more inegalitarian income 
distribution with a decline in the share of low earnings coming from a 
rising share of ten per cent or even one per cent of population.

It is important to emphasise that the causation relationship between an 
inegalitarian income distribution and the financialisation process is bidi-
rectional. In this sense, it is frequently argued that the decline in real 
wages, mainly in low-paid workers, is leading to a rise in the size of bor-
rowing held by low-paid earners. Thus, households would be funding a 
significant part of their consumption, including here the purchase of a 
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house, on external indebtedness; thus contributing to rising the size of 
the liabilities held by households, and consequently, the financial balance 
sheets of households and financial (mostly, banking) institutions.

Not only does financialisation generate changes in primary income 
distribution but also in the secondary income distribution by affecting 
redistributive public policies. The last decades have witnessed a process of 
privatisation of services formerly supplied by public institutions, like 
housing or pensions. As a result, financialisation has made those public 
institutions lose leverages to modify secondary (available) income 
distribution.

This process has occurred in parallel to a decline in taxation and public 
spending. In the case of public revenues, more than an absolute decline 
in total revenues, financialisation has come with a change in the composi-
tion of total public revenues, in the form of a decline in direct taxation 
and a rise in indirect taxation. In the case of the public expenditures, 
there has been a decline in the items directly related to the welfare state 
and social policies. All in all, these changes have implied a decline in the 
capacity of states to alter the income distribution in a more egalitarian 
way.

In recent years, a number of studies have argued that the relationship 
between finance and economic growth is not a linear one; certain thresh-
olds exist, above which a higher size of finances would exert a negative 
impact on economic activity and growth (e.g., Arcand et al. 2015; Bouis 
et al. 2013; Creel et al. 2014; Dabla-Norris and Srivisal 2013; Law and 
Singh 2014).

The final result of the financialisation process would have been the 
break of the presumed positive nexus between economic growth and 
financialisation; and, thus, nowadays, mainly in the case of developed 
countries, which are the economies with the largest size of finance, the 
excessive size (and growth) of the financial sector would have a negative 
impact on economic activity and economic growth (Arestis 2016).

The financialisation process, fuelled by financial liberalisation and 
deregulation, would also have come in parallel with a rising financial 
instability and a higher occurrence of banking and financial crisis (Saidi 
et al. 2017). This financial instability would have increased the possibility 
that episodes of stress generated in certain segment of the financial sector 
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would get the category of systemic risks, affecting the whole financial sec-
tor. Moreover, the liberalisation and deregulation of international capital 
flows would have boosted the contagion effects of crisis arisen in certain 
countries. It is important to note that, as Creel et al. (2014, 2015) have 
shown, there is a negative relationship between financial stability and 
economic performance, and thus financial instability would be an ele-
ment exerting a negative impact on economic activity and growth.

4  Lessons from the Great Recession

There is a widespread consensus, mainly among heterodox economists, 
on the idea that the excessive growth of the financial sector is the main 
determinant of the financial crisis that burst in 2007 and the subsequent 
GR and the later period of low economic growth that is affecting most 
developed economies, mainly in Europe (García-Arias et  al. 2017). In 
this sense, this long-lasting period of stagnation offers a set of lessons that 
should be taken into account not only to get the needed economic recov-
ery but, mainly, to avoid the existence of a new financial crisis of similar 
dimensions and consequences to that of the GFC.2

Perhaps, the main lesson from the GFC and the GR is that finance 
matters in all economies. Although in the 1970s and 1980s, when there 
was a wave of banking crisis in a high number of developed economies, 
the belief that these kind of crises were exclusive of developing countries 
was widely extended. Indeed, the recommendations and policy prescrip-
tions from economists and international institutions focused on mea-
sures to deregulate and liberalise (domestically and internationally) the 
financial sector and institutions with the final objective of making them 
similar to those existing in developed economies, mainly in the USA, 
whose financial sector was considered the most efficient one in the whole 
world.

The GFC, however, proved to be a global phenomenon, affecting both 
developed and developing and emerging economies. However, its origin 
was in the financial sector of the USA, the most developed country in the 
world, and its impact, not only on the financial sector but also at the 
whole economic activity, has been more intense in the developed coun-
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tries (mainly in Europe) than in emerging and developing countries 
(Carrasco et al. 2016; Ferreiro and Serrano 2011; Esteban et al. 2010). As 
Table 8.1 shows, only the GFC (with the exception of the Commonwealth 
of Independent States) led to a decline in economic activity in the group 
of advanced economies, mainly in the case of the European Union and 
the euro area.

In this sense, it is important to notice that the euro economies only 
returned to the level of GDP registered in the year 2007 in the year 2015. 
As a result, the GDP of the euro economies in the year 2016 was only 3.2 
percentage points higher than in the year 2007. By comparison, the real 
GDP of the emerging markets and developing economies in 2016 was 
56.4 percentage points higher than in 2007, and in the case of the emerg-
ing and developing Asian economies, the increase was even much higher: 
89.1 percentage points higher.

Another lesson from the GR is that large financial and banking crises 
have an enormous impact on public finances. Besides the impact on pub-
lic expenditures resulting from the public assistance to troubled financial 
and banking institutions, serious financial crises exert a significant impact 
on public budget balances and on the fiscal policy stance, usually mea-
sured as the changes in the public budget balances. Thus, the impact on 
public finances of the episodes of financial crises determines to a great 
extent the orientation of fiscal policies and in many cases leads to the 
implementation of measures of fiscal austerity directed to the adjustment 
of fiscal imbalances, what in turn has a depressing impact on the level of 
economic activity (Ferreiro et al. 2015; Ferreiro et al. 2016a).

Directly related to the former point, it must be emphasised that large 
financial and banking crises have a deep and long-lasting negative impact 
on economic activity. There are a number of different channels that 
explain the impact on the GDP of the systemic financial and banking 
crisis and the collapse of financial and credit markets through the conse-
quences generated on private consumption and investment. Moreover, as 
mentioned in the previous paragraph, these effects can be exacerbated by 
the implementation of restrictive fiscal policies, which also contribute to 
dampen the economic activity. As a whole, these negative effects do not 
only imply a temporary decline in the real economic activity, but also 
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they can imply a decline in the long-term rates of economic growth—or, 
in other words, in the rates of growth of potential output.

A further relevant lesson from the GR has to do with the general strat-
egy of macroeconomic policy. Since the 1990s, the economic authorities 
in most developed economies, mainly in Europe, adopted the axiom that 
price stability, in the form of a low and stable inflation rate, was a suffi-
cient condition to achieve both financial stability and macroeconomic 
stability. The latter is understood as the achievement of a rate of eco-
nomic growth equal to the rate of growth of potential output, in other 
words, as the absence of output gaps.

With this objective a rising number of central banks, not only in devel-
oped countries but also in developing and emerging market countries, 
adopted the strategy of the so-called inflation targeting. In this frame-
work of monetary policy, central banks gained an increasing degree or 
independence from the political authorities, while price stability, at least 
in the medium term, was considered the main objective of the monetary 
policy. Moreover, the management of short-term interest rates by central 
banks adopted the role of the main tool of monetary policies.

The key role given to monetary policy implied the parallel downgrad-
ing of fiscal policies, being subordinated to monetary policies (Ferreiro 
et al. 2011). Thus, fiscal policy focused in this strategy on the removal of 
fiscal imbalances, that is, unsustainable levels of fiscal deficits and public 
debt, with the objective of generating a balanced public budget, or even 
a fiscal surplus, over the business cycle.

In any case, it must be noted that the very concept of macroeconomic 
policy has experienced a significant change. The final objective of macro-
economic policy is no longer to achieve a precise (high) rate of growth of 
GDP or a full employment level of economic activity. Macroeconomic 
policies are now implemented to avoid cyclical fluctuations of economic 
activity. However, these cyclical fluctuations are now defined, as previ-
ously mentioned, as the differences between the current levels of eco-
nomic activity and the potential outputs.

Macroeconomic policies, or demand-side policies, by affecting aggre-
gate demand only have a temporary impact, affecting economic activity 
on a short-time basis. In other words, the impact of these policies in the 
long term is minimal. Long-term economic activity, the potential output, 
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is determined by factors related to the supply-side elements (existing lev-
els of capital and labour inputs, technology, and certain institutions like 
those of the labour markets). These supply-side elements can only be 
influenced by structural policies, but not by fiscal or monetary measures. 
Consequently, macroeconomic policies do not have an impact in the 
long term on variables such as the rate of growth of GDP, the level of 
employment or full employment.3

As mentioned earlier, according to this theoretical framework, business 
cyclical fluctuations are generated by changes in the aggregate demand, 
basically by fluctuations in private consumption and investment deci-
sions. In a world formed by rational agents, these fluctuations were 
explained by the mistakes in the inflation expectations of private agents 
(households and firms). Price stability, in the form of a low and stable 
inflation rate, favours the generation of correct inflation expectations, 
that is, inflation expectations of private agents, and in the absence of any 
inflationary surprise or unforeseeable events, would equal the inflation 
rate set as target by the central bank. In other words, price stability, by 
anchoring inflation expectations, would guarantee the absence of devia-
tions of current economic activity from the potential output (zero output 
gap). This implies that price stability guarantees the macroeconomic sta-
bility, with the economy growing at the rate of growth of potential out-
put and unemployment rate being that of the NAIRU (Carrasco and 
Ferreiro 2011, 2013a, b, 2014).

Furthermore, price stability would also guarantee financial stability, 
avoiding the existence of financial bubbles or an excessive growth of 
credit or monetary aggregates. As Montanaro (2016) argued, before the 
GFC there was the “prevailing belief that financial markets were naturally 
efficient and resilient, the pre-crisis consensus was that a low and stable 
inflation, together with ‘light touch’ micro-prudential supervision, was 
also the best way to deliver financial stability” (p.  4). Consequently, 
“monetary policy should not react to asset prices bubbles, except to the 
extent that they affect price stability, and should only intervene after the 
bubble had burst” (p. 4).

However, the GFC and the GR took place in a context of very low 
inflation, thus proving that, contrary to the widespread belief in the 
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1990s and 2006, price stability was neither a guarantee for macroeco-
nomic stability nor for financial stability. Thus, as Table 8.2 shows, the 
inflation rate in the 2000s was very low, mainly in the case of the devel-
oped economies, whose inflation rate was slightly above the figure of 2 
per cent.

This result implies that inflation targeting (or similar monetary policy 
strategies focused on price stability as the single or main objective of 
monetary policy) must be abandoned. Consequently, monetary authori-
ties must adopt objectives of real macroeconomic variables (rate of growth 
of GDP, employment, unemployment, income distribution, etc.) and 
financial stability ones. In this sense, it is important to emphasise that 
fiscal and monetary policies must pay attention not only to real and mon-
etary variables and (domestic and external) imbalances but also to finan-
cial imbalances: paying attention, first, to the evolution of the size of 
financial balance sheets of financial and non-financial corporations and 
of households and, second, to the size and growth of their components 
(Ferreiro and Gómez 2016).

As mentioned above, the relationship between the size of the financial 
system and the impact on macroeconomic performance is not a linear 
one (Arcand et al. 2015; Cecchetti and Kharroubi 2015; Cournède et al. 
2015). Therefore, we need to know whether the size of the financial sys-
tem has exceeded the threshold since from that point on a larger size of 
finances exerts a negative impact on economic activity and growth (and, 
obviously, welfare). If we focus on the case of the European Union coun-
tries, the answer would be that such a threshold has been exceeded in 
most of these economies, mainly in the most developed ones. Thus, in 
the year 2012, the (unweighted) mean of financial liabilities in the EMU- 
11 countries reached 1088 per cent of GDP, 672 per cent of GDP in the 
EMU-6 countries and 1421 per cent of GDP in the EU-10 countries. 
Moreover, this size of financial liabilities had increased during the GR, 
and thus, since the year 2008, the size of financial liabilities had increased 
in 114 percentage points of GDP in the EMU-11 countries and in 111 
percentage points of GDP in EMU-6 countries, and had only declined in 
the case of the EU-10 countries where the size of financial liabilities had 
fallen in 70 percentage points of GDP (Carrasco et al. 2016).

 J. Ferreiro
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Creel et  al. (2015) have concluded that the financialisation process 
(identified with the financial depth) has not had a positive impact on 
economic growth in EU economies. For the authors, this result is 
explained by the fact that the level of financial depth in the European 
Union is so high that it has stopped generating positive effects on eco-
nomic growth.

Accepting this conclusion implies that economic growth in the 
European Union would rise if the size of finances in the EU shrinks. In 
the short run, a widespread de-leveraging process and reduction of the 
size of financial balance sheets of households and financial and non- 
financial corporations can negatively affect economic activity, mainly if 
no offsetting measures are adopted. This impact is highly probable in 
the current situation. Thus, as Hein (2015) argues, “stagnation after big 
financial crises becomes likely when the balance sheets of economic 
units are not quickly cleaned, when the nominal wage anchor breaks, 
and when there is no big and longer stimulus by the government” 
(p. 9).

Nonetheless, from the above conclusion, it cannot be automatically 
inferred that a de-financialisation process implies a stimulus to eco-
nomic growth. In other words, we are not defending the hypothesis of 
an expansionary de-leveraging or de-financialisation process. On the 
contrary, as Hein (op. cit.) argues, unless it comes with the proper off-
setting measures, this process will unavoidable have a negative impact 
on economic activity in the short and perhaps medium term. Indeed, 
there would be doubts about the size of this offsetting impact. What we 
are actually arguing is that the de-leveraging process is a necessary con-
dition to recover the path of high and sustained economic growth that 
allows the reach and maintenance of a level of economic activity com-
patible with full employment.

It is important to emphasise that large de-leveraging processes (i.e., the 
decline in the size of financial balance sheets), after a big financial crisis, 
have an even greater negative impact on economic activity unless offset-
ting measures are adopted, for instance, fast cleaning of financial balance 
sheets, nominal wage anchors or big fiscal stimulus.
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5  Financialisation and European 
Integration

As far as international capital flows are concerned, they are at the origin 
of some national imbalances and they are a transmission channel of 
domestic (real and financial) shocks; consequently, there must be a coor-
dinated strategy to reduce the size and volatility of international capital 
flows. The experience since the 1980s with financial crises in certain 
countries has proven that international capital flows are a powerful trans-
mission mechanism of economic shocks. Thereby, the real and/or finan-
cial crisis episodes that emerged in certain countries become systemic. 
Moreover, it is widely argued that, for instance, in the case of the 
Eurozone, certain macroeconomic imbalances (like the surge and increase 
of external, i.e., current account imbalances, or the generation of fiscal 
imbalances) or even financial imbalances (e.g., the housing bubbles in 
countries like Ireland or Spain) generated in the peripheral countries are 
associated and explained by the huge capital inflows coming from third 
countries, in particular in the Eurozone from the core countries, like 
France, Germany or the Netherlands (Carrasco and Serrano 2014; Hein 
and Truger 2014; Carrasco and Peinado 2015; Dodig and Herr 2015). 
Therefore, to ensure national and global financial and economic stability, 
it is necessary to adopt measures at a global level to reduce the size and 
volatility of international capital flows, like the setting up of capital con-
trols, tighter regulations of capital movements or the taxation of interna-
tional capital transactions. However, this can only be made under the 
umbrella of a coordinated international strategy that encompasses the 
most significant developed and emerging economies.

It is important to note that the aforementioned problems are exacer-
bated in a context of open economies. Thus, in an environment of intense 
internationalisation and globalisation, an appropriate coordination of 
national economic policies becomes essential to guarantee a harmonious 
and sustained global economic growth. This coordination is even more 
necessary in those economies where interactions are so large that put lim-
its to the effectiveness of economic policy measures unilaterally (domesti-
cally) implemented. In the case of monetary integration processes, like 
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the Eurozone, for instance, this coordination is more necessary because, 
along with the freedom of capital and goods-services movements, joins 
the disappearance of the exchange rates and the existence of a single mon-
etary policy for all the member states of the monetary union.

Furthermore, the experience of the Eurozone shows, first, that a mon-
etary union alone does not lead to a real convergence process among 
member states and, second, that member economies can suffer asymmet-
ric shocks, with the result that individual economies can be at the same 
time operating in different phases of the business cycle and/or that the 
intensity (depth and duration) of national shocks may significantly be 
different. This implies that in a monetary union there is no guarantee that 
the national business cycle is synchronised, a problem for the implemen-
tation of countercyclical macroeconomic policies, mainly in the case of 
the single monetary policy, which in this case can operate in a procyclical 
way in some countries. Obviously, if the freedom of capital movements 
within the monetary union can result in a lack of synchronisation of the 
national business cycle, the larger the capital flows, within the Eurozone, 
the weaker the effectiveness of monetary policy and the larger the domes-
tic imbalances in the euro countries.

Indeed, financialisation alone (i.e., the complete liberalisation and 
deregulation of financial markets) has not produced a process of conver-
gence or catching up of less developed economies. As Ferreiro et  al. 
(2017) argue, since the creation of the European Monetary Union the 
existing real divergence among the euro countries has not declined; on 
the contrary, it has remained constant and even has increased in many 
parameters that show the macroeconomic performance of the euro econ-
omies. Actually, as has often been argued, the implementation of a single 
monetary policy, joined to the deregulation of financial markets and the 
liberalisation of capital movements among euro countries, has contrib-
uted to fuel domestic (inflation and assets bubbles) and external (current 
account imbalances) in those euro countries (mainly Southern countries) 
with the weakest macroeconomic fundamentals. Thus, the existence of 
these imbalances would be one of the main causes of the deepest impact 
of the GFC and the GR in these countries.

Therefore, the adjustment of domestic imbalances must be addressed 
in a coordinated way among all member states of a monetary union. This 
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coordination implies that economic imbalances must be symmetrically 
defined, thus, leading to the adjustment of those imbalances in which the 
value of a variable is below the target value but also to the correction of 
those imbalances in which the value of the objective is above that target. 
Thus, for instance, countries with, for instance, high inflation rates (see 
footnote 4) of current account deficits must implement fiscal or wage 
policy measures to adjust these imbalances, at the same time that coun-
tries with lower inflation rates or current account surpluses must also 
adopt measures to correct them (e.g., implementing an expansionary fis-
cal policy or setting a wage growth guideline above productivity growth). 
In other words, in monetary unions there must be rules and norms that 
ensure a symmetric burden of the adjustment of macroeconomic 
imbalances.

Monetary unions and the European Monetary Union in particular are, 
therefore, an evident case that the free international movement of capital 
is an element that contributes to generate unsustainable growth strategies 
and to increase the size of economic imbalances. Furthermore, we cannot 
forget that the expansion of national financial systems is directly related 
to the existence of international capital movements that allow the acqui-
sition of financial assets but also the higher indebtedness of national 
financial and non-financial agents. Lastly, we cannot forget that interna-
tional capital flows are a powerful transmission mechanism of economic 
shocks, making the real and/or financial crisis episodes that arise in cer-
tain countries become systemic. This implies that monetary unions, in 
general, and the Eurozone, in particular, are not exempt from suffering 
contagion effects, like the Greek sovereign debt crisis proved. Nonetheless, 
the Greek crisis showed that the contagion effect was not generally affect-
ing some economies, like Ireland, Portugal, Italy or Spain. It is important 
to note that these economies were not only those with the weakest mac-
roeconomic imbalances (Carrasco and Ferreiro 2016), but also those that 
suffered before the crisis—with the highest increases in the size of their 
financial balance sheets and the deepest deterioration of the financial bal-
ance sheets of private agents, both financial and non-financial (house-
holds and corporations).

It is, therefore, important and necessary to ensure national and global 
financial and economic stability in a monetary union and also to adopt 
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measures to reduce the size and volatility of international capital flows, 
like the setting up of capital controls, tighter regulations of capital move-
ments or the taxation of international capital transactions. However, this 
can only be made under the umbrella of a coordinated international 
strategy that encompasses the most significant economies. This kind of 
measures can help to avoid an excessive size of financial balance sheets 
and the surge of internal and external financial balances that can generate 
real macroeconomic, domestic and external, imbalances.

6  Summary and Conclusions

The burst, first, of the GFC and, later, of the GR, has been a painful 
proof that the financialisation process, fuelled by an intense liberalisation 
and deregulation of financial markets, is a source of financial and real 
economic instability. In the current situation, it can be stated that the size 
of the financial markets, proxied by the size of the financial balance sheets 
of the total economy and those of the agents that form it, is excessive.

This excessive size of finance is not only generating a negative impact 
on economic growth but also leading to the appearance and rise of finan-
cial and real imbalances. It is only affecting negatively to the effectiveness 
of the traditional macroeconomic policies, such as fiscal and monetary 
policies. These problems are exacerbated in the case of highly integrated 
economies, mainly in the case of the countries belonging to a monetary 
union, as it is the case, for instance, of the European Monetary Union. 
Therefore, it is not an accident that the Eurozone, with the highest degree 
of economic and financial integration, but also with the highest size of 
the financial sector, has been the region of the planet that has suffered 
most deeply the negative consequences of the financial crisis that began 
in 2007.

It is, therefore, evident that in order to achieve a full recovery of the 
negative consequences of the GFC and the GR, it is necessary to imple-
ment a re-orientation of macroeconomic (fiscal and monetary) policies. 
Nonetheless, such a change in the general framework of macroeconomic 
policies would be useless unless it is accompanied by a re-regulation and 
rationalisation (downsizing) of the financial system.
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Notes

1. The conclusions and  arguments presented at this contribution are 
the result of  the research carried out throughout the FESSUD research 
project (see www.fessud.eu). In  particular, this contribution is based 
on Ferreiro (2016).

2. In a survey conducted to evaluate the foresights of a set of experts about 
the future of finance up to the year 2025, 88 per cent of experts estimated 
highly likely (i.e., with a probability above 50 per cent) the burst of a new 
financial crisis, whose origin will be at the non-banking financial sector 
(Ferreiro et al. 2016b).

3. It must be emphasised that in this scenario even the concept of full 
employment changes. The concept of full employment abandons its 
Keynesian meanings. That is, it is no longer defined as a low unemploy-
ment rate (say, three per cent of active population) or a situation in which 
any worker willing to work at the prevailing market wage has a job. In the 
New Consensus Macroeconomics terminology, full employment is identi-
fied as a non-accelerating inflation rate of unemployment (NAIRU) or 
non-accelerating wages rate of unemployment (NAWRU). That is, it is 
the unemployment rate compatible with the target of inflation rates, 
keeping stable such a rate. This implies that the labour market is at an 
equilibrium situation (a market-clearing equilibrium). Therefore, full 
employment, or the NAIRU, can exist with any unemployment rate, 
regardless how high it can look. If such a figure of unemployment is 
socially, politically or economically considered as excessive, then struc-
tural reforms in the labour market, making it more flexible, would have to 
be implemented.
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Financial Instability and Speculative 

Bubbles: Behavioural Insights 
and Policy Implications

Michelle Baddeley

1  Introduction

Common fallacies gained ground in the aftermath of the global financial 
crises of 2007/2008, including the fallacy that almost all economists were 
caught completely unawares, and that only a small handful foreshadowed 
the instability and crisis to come. Just one (and not the only) example of 
the ways in which this was an unwarranted indictment of academic econ-
omists as a whole, was a conference held in Gonville and Caius College, 
Cambridge in September 1999. At this conference a number of academic 
economists, including John McCombie and myself, presented papers 
around the broad theme of global economic and financial crises. For our 
contribution, John and I emphasised that speculative episodes are rela-
tively common, and the financial crises that unfold in their wake are not 
anomalous. From the mid-twentieth century onwards, many economists, 
especially those from heterodox traditions, have built on the heritage of 
ideas from economists including John Maynard Keynes and Hyman 
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Minsky to unravel the economic, social and psychological foundations of 
speculation and financial instability.

Ours was not an original hypothesis. Economic historian Charles P 
Kindleberger, amongst others, emphasised this theme continually, and to 
general audiences, ever since the first edition of his book Manias, Panics 
and Crashes: A History of Financial Crises, published in 1978. He observed 
that speculative bubbles and financial crises, and not only in standard 
types of assets such as stocks, shares and currencies, were common from 
the seventeenth century onwards. Charles Mackay foreshadowed even 
Keynes in his histories of speculative and other frenzies in his 1841 book 
Extraordinary Popular Delusions and the Madness of Crowds. Our aim in 
1999 was to show that speculative manias are not a new phenomenon, 
and also to address the revisionist interpretations from some economists, 
including Peter Garber, who argued that psychological explanations 
along Minsky-Kindleberger lines were not the simplest explanation pos-
sible. This was a development from previous empirical studies, for exam-
ple, as outlined in Flood and Garber (1980), which had focussed on 
outlining empirical support for the hypothesis that speculative bubbles 
do not exist at all.

Various developments following the crisis, alongside the growth in the 
influence of behavioural finance, have meant that there is more consensus 
now than there used to be about the causes of speculative bubbles and the 
financial crises which often ensue. Developing the chapter that John 
McCombie and I wrote following the 1999 conference, in this chapter, I 
will outline some of the key ideas we explored at the time. Our aim then 
was to use the two historic episodes of Tulipmania and the South Sea 
Bubble to assess the interpretation that speculative bubbles can be 
explained as rational bubbles—where rationality is defined in the strict, 
mathematical sense associated with the rational expectations hypothesis. 
The years since 1999 have not only been marked by significant economic 
and financial instability, they are also the years marking the ascent of 
behavioural economics and finance. Our analysis did touch on some of 
the insights from Robert Shiller and others working in behavioural 
finance at the time. Robert Shiller’s book, a general audience book, 
Irrational Exuberance, which outlines many of the key insights, was first 
published in 2000. Robert Shiller and others in behavioural finance have 
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developed new, richer insights since then. This chapter will explore how 
new insights around behavioural finance can bring in a more substantial 
rejoinder to the rational expectations school hypothesis of rational specu-
lative bubble. In the first part of this chapter, I will clarify the definition 
of a speculative bubble and then outline the key insights that John and I 
explored in our 2001 chapter. I will then re-assess our analysis in the light 
of recent developments in behavioural finance. I will conclude with a 
discussion of policy implications and lessons. Overall, this chapter will 
argue that the mismanagement of the financial crisis and the speculative 
episodes which preceded were not a reflection of all economists’ igno-
rance or ineptitude. The problem was not that economists did not know 
or did not want the world to know some of the dangers of modern capi-
talism for international financial stability. The problem was, and possibly 
still is, that there was little consensus across the various ‘tribes’ that make 
up the population of academic economists and the ‘tribes’ that have the 
most political and commercial influence are not those who have explored 
the dangers.

2  What Is a Speculative Bubble?

Charles Kindleberger described speculative bubbles as fluctuations char-
acterised by rapid price increases, followed by a more rapid collapse. 
Kindleberger (1978) defined these events, where an asset’s price rises just 
because investors expect it to rise, as speculative bubbles. A more techni-
cal definition is when the price of the asset deviates from its fundamental 
value, where the fundamental value is defined in terms of the present 
value of the asset’s earnings over its lifetime. A speculative bubble 
occurs when the asset’s price follows any path that does not track the 
fundamental value of an asset; for example the fundamental value of a 
share will be driven by dividends growth, and a speculative share price 
bubble emerges when a share’s price grows more rapidly than dividends 
growth.

There are a number of logistical problems with this definition, includ-
ing problems around how to calculate the discount rate in present value 
calculations. But for speculative bubbles such as Tulipmania, there 
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are more substantial logistical constraints because it is hard to see that a 
single tulip bulb, on its own, will be worth much at all—unless someone 
plants it in the ground and grows flowers from it and so on. There are too 
many uncertainties. Forecasting the value of a share over its lifetime is 
problematic but possible, at least in some circumstances. For the tulip 
bulbs of Tulipmania, it can be hard to even imagine what its fundamental 
value might be. Given more than one potential paths for asset price 
growth, assuming rational expectations and efficient markets, and only 
one tracking growth in fundamental value, every other path is consistent 
with a speculative bubble.

2.1  Rational Bubbles

In our 2001/2004 chapter we outlined different conceptions of bubbles 
from across the different economics disciplines (Baddeley and 
McCombie 2001/2004). The dominant paradigm then, and still to a 
lesser extent now, is the rational bubble paradigm, for example, as out-
lined by Blanchard and Watson (1982) who investigate the evolution of 
rational bubbles by exploring what is possible in theory, as opposed to 
what is likely in reality. In our chapter, John and I structured our theo-
retical analysis around three broad theories of speculation, popular at 
that time: the rational bubbles models, as championed by Garber 
(1989, 1990); the contagion bubbles that allowed in some social influ-
ences, though in a largely mathematical way; and the ‘irrational’ bub-
bles described in the heterodox literature. However, the word ‘irrational’ 
is too strong and too loaded a term to be of very much use. It does not 
follow logically that if something is not black, therefore it is white. Just 
because speculative activity is not rational in the very strict, confined 
ways in which some economists describe it, it does not follow that it is 
completely irrational either. Human behaviour is much more subtle 
and modern psychology allows that decisions and choices that might 
seem wrong-headed to a mathematical robot in fact reflect complex 
interactions between different thinking styles. This is true for our eco-
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nomic and financial decision- making too, as I will explore in a later 
section.

In our 2001/2004 chapter, we categorised these three theories of spec-
ulative bubbles according to different variants of assumptions about 
rationality, financial market efficiency and risk versus uncertainty. With 
risk, very broadly and simplistically, the emphasis is on a distinction 
between ‘Knightian’ quantifiable risk and ‘Knightian’ unquantifiable 
uncertainty. Divergent conceptions of risk and uncertainty underpin 
divergent explanations for bubbles which focus on starkly different ranges 
of factors as the catalysts to the genesis and subsequent collapse of specu-
lative bubbles and manias. These different understandings of risk and 
uncertainty find their way through to the different models of bubbles. In 
the rational bubbles literature, investors are balancing risk that they can 
measure and match with their risk preferences.

2.2  Rational Expectations Bubbles

As noted above, our 2001/2004 chapter focussed on exploring the revi-
sionist models of asset price fluctuations consistent with strong assump-
tions of rationality. Rational expectations theorists assume quantifiable 
risks, where subjective probability estimates coincide with an objective 
probability distribution. Two related assumptions are critical to this 
approach. In the revisionist literature the more nuanced hypothesis is that 
speculative bubbles do exist, but they are consistent with strong assump-
tions about rationality. The difference can be understood if we bring 
together rational expectations and efficient markets. The early analyses of 
Flood and Garber (1980) and others were focussed on the idea that finan-
cial markets efficiently process all new information and any differences 
between the observed and fundamental values of an asset which will be 
traded away by rational agents. These early models were essentially 
founded on the argument that speculative bubbles do not exist (e.g. see 
Flood and Garber 1980). This is a hard assertion to defend so in their 
revisionist explanations, Garber (1989, 1990) and others are  allowing 
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that financial markets are not informationally efficient but rational 
agents can nonetheless retain their strict form of rationality even though 
asset prices deviate from fundamental value. Early models assumed 
both strong form of rational expectations and information efficient 
financial markets; revisionist models relaxed the efficient markets 
hypothesis but retained the assumption of a strong form of rational 
expectations. Instead, Garber (1989, 1990) suggested that speculation 
is more easily explained as a rational response to changing risk and 
uncertainty.

In our 2001 chapter, we used the episodes of Tulipmania and the 
South Sea Bubble to test the power of rational bubbles models and 
theories, concluding that the rational bubbles argument was not con-
sistent with the evidence. Part of our analysis was based on the foun-
dations of theories of rational bubbles. Blanchard and Watson (1982) 
describe rational bubbles as just one of the possible outcomes in a 
stable, ergodic world in which decision-makers form rational expecta-
tions, where rationality is defined strictly in terms of optimising agents 
who are assumed to be able efficiently to process information and 
news, as if they are mathematical machines. Risk is assumed to be 
quantifiable and subjective estimates of probability are assumed to 
coincide with objective probability distributions and the data generat-
ing systems which govern reality. In the rational bubbles research, a 
speculative bubble is defined as a path in an asset price which diverges 
from the fundamental value of that asset. For a stock or share, its fun-
damental value will be the discounted value of expected future divi-
dends and this fundamental value will follow a random walk in that all 
changes are unpredictable and that asset prices adjust quickly to all 
news. Expectations in a world of rational speculative bubbles parallel 
the rational choice decision-making associated with rational expecta-
tions macroeconomics. Asset markets are assumed to be populated 
with perfectly rational and identical agents, all adopting the same 
optimising decision-making rules. Risk is assumed to knowable and 
quantifiable and investors are assumed to be able to match these risk 
with their own stable risk preferences. These investors operate in a 
world that is ergodic, that is, it is immutable and changing only in 
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response to exogenous shocks—paralleling the assumptions from real 
business cycle theory, the sister theory for business cycles. As noted 
above, they form subjective expectations, subjective in the sense that 
they are based on the information available to them at the time. These 
subjective expectations coincide with an objective probability distri-
bution (Muth 1961). This world is ergodic, immutable, fixed and risk 
is assumed to be measurable. How can a speculative bubble emerge in 
such a world?

A number of rational bubble theorists, including Shleifer and Summers 
(1990) and Blanchard and Watson (1982), focus on the issue of timing. 
A speculative bubble persists because rational investors do not know for 
sure when the bubble will burst. Uncertainty plays a role not only reflect-
ing uncertainty about the time path of the bubble but also because uncer-
tainty about fundamentals is consistent with holding an asset that is not 
tracking fundamental value. Whilst the bubble continues to grow then 
speculators can rationally expect to make money if they are able to sell 
assets in a liquid market. Thus rational speculators can trade in specula-
tive bubbles even whilst the asset’s price deviates from its long-term fun-
damental value, if speculators have chances to sell assets quickly at a 
profit.

To capture this, Blanchard and Watson (op. cit.) assume that returns 
on assets will be driven to the point at which arbitrage will cease, assum-
ing either finitely lived agents, successive generations of entrants or trad-
ing in a perpetuity. In these conditions, the return on the asset will be 
defined by the following condition:

 

R
p p x

pt
t t t

t

=
− ++1

 

(9.1)

where R is the return on the asset, p is the asset price and x is the divi-
dend. For a given information set Ω commonly known by all investors, 
the expectations of return, conditional on the information set, will be:

 
E R rt tΩ( ) =
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Taking the expectation of Rt and noting that pt and xt will be known at 
time t:
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It follows that:
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Solving this gives pt
∗  which is the present value of expected future 

dividends:
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For this arbitrage condition, Blanchard and Watson (1982) show that 
rational bubbles are a possibility given that solutions to this condition 
take the general form:

 
p p ct t t= +∗

 
(9.6)

where c captures deviations from fundamental value. It is the ‘bubble’ 
term in the evolution of the asset price. Note that this model allows that 
rational bubbles are mathematically possibile, not that they are likely. It 
also implies multiple equilibrium paths and all but one of these time 
paths will be a speculative bubble. The single time path when the asset 
price tracks the fundamental value is the non-bubble path. The model is 
also consistent with the idea that the c term will grow over time, and so 
bubbles will grow over time. This model suggests that the probability that 
the asset price will track the fundamental value is vanishingly small, 
which seems anomalous with the broader rational expectations approach. 
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Without further assumptions to narrow down the possible time paths, 
this model seems to imply that asset prices are almost always going to 
follow a speculative bubble time path. Whilst speculative bubbles are 
common, even heterodox economists would not claim that anything else 
is virtually impossible.

In terms of explaining why a bubble bursts, Blanchard and Watson 
(op. cit.) state that there is a probability π that the bubble will continue 
in any given period, and it follows that the probability of a crash is (1−π). 
Depending on their risk preferences, some investors will continue to hold 
the asset whilst π > 0. The evolution of this probability will depend on 
how long the bubble has lasted and the extent of the deviation between 
the asset price and the fundamental value. So, if the asset price has risen 
far beyond fundamental value and/or the bubble has lasted a long time, 
then the asset price will have to rise even more to compensate new 
entrants to the market for the increasing risk that the bubble will collapse 
soon.

2.3  Bayesian Bubbles

An alternative model of rational bubbles, but one associated with weaker 
assumptions about rationality, connects with the herding and informa-
tion cascade models of Banerjee (1992) and Bikhchandani et al. (1992, 
1998), in which rational agents are not fully informed in the ways 
assumed by rational expectations theorists. Instead they are using Bayesian 
reasoning processes on the basis of limited information to infer probabili-
ties via an application of Bayes’s rule (see also Chamley 2003, for a survey 
of these models). The essential idea parallels some of Keynes’s insights (as 
explored in more depth below) around the idea that people may some-
times assume that others around them know more than they do. When 
we observe other people’s actions, we incorporate that information into 
our own information sets, and the balance of this social information 
about others’ actions is balanced against private information we may have 
to update our prior probabilities. Bayesian herding and information cas-
cade models found their way into behavioural finance, for example, in 
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the work of Avery and Zemsky (1998) amongst many others (see, also, 
Devenow and Welch 1996; Drehmann et al. 2005). With information 
cascades and herding in financial models, speculators look at the price 
that other speculators are paying and use this information to update their 
own probabilistic expectations of what will happen to the asset price in 
the future. So speculators are still assumed to be strictly rational in the 
sense that they are aiming to maximise utility and they are using Bayes 
Rule to optimise, but this mathematical rule requires lower levels of cog-
nitive power than are assumed for the rational expectation bubbles.

2.4  Contagion Bubbles

There are a number of limitations in the theory of rational bubbles, and 
alternatives were developed that allow a softer set of assumptions about 
rationality, uncertainty and financial market efficiency. In our 2001 chap-
ter, we focussed on the contagion bubble model presented by Topol 
(1991), which was particularly interesting because it represented a com-
promise between the extremes of rational and irrational bubbles. Topol 
(op. cit.) develops an analysis that essentially builds an encompassing 
approach based around a general model of contagion bubbles in which 
the extent of rationality is determined by the influence of social influ-
ences via mimetic contagion. Topol’s model starts from an approach con-
sistent with some elements of rational expectations theory but with 
weaker assumptions about rationality and expectations, though still 
allowing that probability is quantifiable and the coincidence of subjective 
expectations and objective probability distributions, as consistent with 
the rational expectations models above. Whilst Topol’s baseline model 
does embedding implicit assumptions of quantifiable risk and an ergodic 
world, if mimetic contagion dominates, then Topol’s model has many 
features in common with heterodox and post-Keynesian models of a 
non-ergodic world.1

What is the essence of Topol’s mimetic contagion model? He argues 
that our capacity for rational decision-making is constrained and so his 
model presents an alternative to models embedding extreme assumptions 
about rationality. With these weaker assumptions about rationality, if 
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each individual speculator is unsure, then asset prices are partly driven by 
collective views. Speculators infer something about what other specula-
tors think from the prices they are willing to pay for assets. This insight is 
consistent with Keynes’s ideas about social influences in financial mar-
kets, as we will explore in more detail below.

The time path of bubbles is driven by mimetic contagion given a dif-
ferent set of assumptions to those in rational expectations theory. Topol 
assumes incomplete information and given this lack of information 
held by the individual, speculators will extend their information sets by 
looking to the prices that other speculators are willing to pay. Topol’s 
model is different in that it does allow a less extreme view of rationality 
than is seen in rational expectations and Bayesian models, but still 
assumes that people are able to apply relatively sophisticated mathe-
matical decision- making rules. Speculators adjust their price expecta-
tions as they see others adjusting their price expectations. Via a process 
stochastic aggregation, this generates an additive learning process via 
which speculators are weighting the different sources of information 
including other buyers’ prices, other sellers’ prices and the ‘agent-effi-
cient price’, which reflects the fundamental value. This gives the follow-
ing model:

 
p w p w p w pt b b s s F F= + +

 
(9.7)

where pb is the price paid by other buyers, ps is the price paid by other 
sellers, pF is the agent-efficient price, driven by fundamental value, and w 
is the weight assigned to each of these different price signals, with the 
weights summing to one:

 
w w wb s F+ + = 1

 
(9.8)

Topol’s model can be understood as an encompassing model because 
when wF = 1 and wb = ws = 0, his model reverts to a rational expectations 
model, consistent with Blanchard and Watson’s model if pF corresponds 
to Eq. (9.6). On the other hand, when wF= 0, the bubble path is driven 
entirely by perceptions about prices that other speculators are paying. To 
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capture the uncertainty dimension, Topol looks at the variance of prices 
and shows that mimetic contagion generates excessive volatility and 
cross-correlations, but when mimetic contagion disappears (that is, when 
the weights on others prices revert to zero) excess volatility is eliminated 
and the bubble collapses. Given Topol’s quantitative definition of uncer-
tainty (with which many heterodox economists would take issue, see 
below), he shows that the mimetic contagion weights are driven by uncer-
tainty: when the variance of pF is small, the mimetic contagion weights, 
that is the weights on other buyers and seller prices, will be small. Stock 
price movements and the bubbles which emerge therefore reflect a pro-
cess of social transmission and mimetic contagion of stock price 
movements.

To recap on its essence, Topol’s model is an eclectic, encompassing 
model which, in its general form, can capture the extremes of assump-
tions about rationality—from the strong rationality assumptions 
associated with rational expectations bubbles through to bubbles 
explained using  weaker versions of rationality assumptions  such as 
those associated with some heterodox approaches. With strict 
assumptions about rationality, including assumptions about informa-
tionally efficient financial markets, all agents with access to the same 
information and able instantaneously to arbitrage away price differ-
entials, then all agents will converge on the same ‘true’ model (assum-
ing also that a ‘true’ model exists, i.e. assuming an ergodic world). 
With these assumptions, Topol’s model becomes a rational expecta-
tions bubble model.

At the other extreme, with its emphasis on herding and mimetic con-
tagion, it can also be made consistent with some (not all) interpretations 
of Keynes (1936, 1937) analyses of financial market instability and in 
particular his famous insight that when we do not know what to do, then 
it makes sense to rely on information we can infer from others’ decisions. 
Topol and Keynes also converge in terms of their emphasis on the idea 
that herding and conventional choices are more likely to dominate when 
uncertainty is endemic; though Topol sets this out in a more mathemati-
cal form in terms of the weights assigned to others’ prices as uncertainty 
is increasing.
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Topol’s (1991) ideas also parallel the insights from Keynes (1936, 
1937) about uncertainty. Conventions are not needed when we are cer-
tain. Conventions are necessary when knowledge is shrouded by uncer-
tainty. Then, to paraphrase Keynes, it is necessary to rely on judgement of 
the rest of the world, because perhaps others are better informed. 
Nonetheless Topol’s contagion bubbles do still sit more easily with a 
rational bubbles view of the world, in which decision-making is driven by 
mathematical reasoning. Also, whilst Topol does not specifically address 
this theme in detail, his contagion bubbles do also assume an ergodic, 
certain world in which systems are stable and unchanging, except in 
response to exogenous shocks.

In our 2001 chapter, we identified a number of problems with Topol’s 
model, including that the dynamics cannot be captured via reference to 
individual differences in preferences or behaviour (Baddeley and 
McCombie 2001/2004). Also, Topol’s model does not easily allow for a 
non-ergodic unstable world though he does allow that with strong 
enough forces of mimetic contagion, ergodicity will no longer prevail and 
then the world will be more like the Keynesian-Minskian world, as 
described below. More generally, Topol’s model only requires that ergo-
dicity lasts for as long as it takes a speculator to infer the state of the world 
in which they are operating.

2.5  Keynesian Bubbles

Using the term ‘irrational’ loosely, the models on which heterodox econ-
omists draw have their roots in Keynes (1936), Minsky (1992), and 
Kindleberger (1978). These models often assume that the world is non- 
ergodic, that is, it is not a stable system. Reality is changeable and bubbles 
are created by endogenous instability within the system. From the hetero-
dox traditions, and specifically the post-Keynesian traditions, this sort of 
information and stability is not achievable. The future is not only 
unknown it is also unknowable and immeasurable (Davidson 1996; 
Palley 1993). This theme connects Keynes’s insights with the Minskian 
models. An essential insight from Keynes is that speculators are not pre- 
occupied by fundamentals. Instead, speculators are focussing on predict-
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ing the average opinion of average opinion and speculative bubbles are 
the consequence. So Keynes’s analysis is not consistent with a rational 
expectations approach, which makes strong assumptions not only about 
rationality but also about information. Keynes (1936) explicitly empha-
sises that asset valuations do not coincide with fundamentals when he 
observes: ‘certain classes of investment are governed by the average expec-
tation of those who deal on the Stock Exchange as revealed in the price of 
shares rather than by the genuine expectations of the professional entre-
preneur’ (p. 151).

Another set of insights from Keynes that are not captured in the 
rational expectations literature, and that link with subsequent insights 
from heterodox and post-Keynesian economics, are the relationships 
between speculative bubbles and financial instability in the macro-
economy driven by interactions between speculators’ financial choices 
and the fixed asset investment decisions of entrepreneurs. Speculation 
will connect with entrepreneurial investments in fixed assets because, 
as Keynes (1936) observes, ‘there is no sense in building up a new 
enterprise at a cost greater than that at which an existing one can be 
purchased’ (p.  151). Financial markets provide liquid sources of 
finance. These connections between speculators and entrepreneurs 
drive macroeconomic fluctuations. Booms and busts in financial mar-
kets link to expansionary and contractionary phases in the 
macroeconomy.

Financial markets connect speculators and entrepreneurs because 
entrepreneurs look to financial markets not only for financing their 
fixed asset investment projects but also for signals about the likely 
future potential of these investments (e.g. as explored in q theories, 
including both Tobin’s mainstream q theories and post-Keynesian 
interpretations). So, when speculative bubbles dominate, the real 
economy will be adversely affected. Fixed asset investment will fall, a 
reverse multiplier will kick in, and instability will spread from finan-
cial markets through the macroeconomy. The crisis will be com-
pounded as general instability and uncertainty lead to an increase in 
the propensity to hoard money via increases in precautionary and 
speculative demands for money. The economy will not be self- 
equilibrating; ‘uncontrolled’ and ‘disobedient’ business psychology, 
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collapses in the state of confidence, and collapses in the state of credit 
will make the economy resistant to the usual monetary therapies 
(Keynes 1936, p. 317).

In some interpretations, Keynes’s analysis of speculation and financial 
instability is not inconsistent with softer assumptions about rationality. 
So the nature of Keynes’s assumptions about rationality versus irrational-
ity of speculators (and entrepreneurs) is unclear. Some of the more per-
suasive literature on Keynes’s views around rationality analyses the 
evolution of Keynes’s ideas from his early work on probabilistic 
 decision- making, as outlined in A Treatise on Probability (1921) (TP). 
Keynes did explore ideas around Bayesian decision-making in TP, and 
these ideas connect with the Bayesian bubble models noted above. One 
set of interpretations of Keynes argue that there is a continuity of ideas 
from TP through to The General Theory of Employment, Interest and Money 
(1936) and his Quarterly Journal of Economics article ‘The general theory 
of employment’ (1937). According to these continuity interpretations, 
Keynes was not setting out a model of human decision-making in which 
behaviour is fundamentally irrational. Nonetheless, given unmeasurable 
risk or ‘Knightian uncertainty’, the strict rationality assumptions embed-
ded within neo-classical models (as the precursors to the rational expecta-
tions models of the 1960s and 1970s onwards) are not plausible.

Keynes’s ideas share something in common with Topol’s model too, 
with his focus on limited information and uncertainty. As uncertainty 
increases, it is harder for people to assign precise numbers to their expec-
tations and so they rely more on socio-psychological influences. 
Uncertainty will also link to what Keynes calls the ‘state of confidence’, 
and this confidence not of an individual in their own expectations but 
instead captures general confidence in the economy as a whole. 
Speculation in unstable stock markets can play a significant de-stabilising 
role under these conditions. As Keynes (1936) observes: ‘Speculators may 
do no harm as bubble on a steady stream of enterprise. But the position 
is serious when enterprise becomes the bubble on the whirlpool of specu-
lation. When the capital development of a country become a by-product 
of the activities of a casino, the job is likely to be ill-done’ (p. 159).

Keynes’s ideas set a foundation for Hyman Minksy’s analyses, focus-
sing on the idea that the seeds of financial crisis are planted during bubble 
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phases when euphoria is at its height. In Minksy (1992) speculation is 
more obviously linked to what some might call ‘irrational’ but more 
accurately could be described as ‘psychological’ influences. These psycho-
logical influences connect speculation with financial crisis, with financial 
crisis having its roots in earlier euphoria, including the euphoria associ-
ated with speculative bubbles. Minsky (1982) draws on some insights 
from Keynes in linking financial markets and speculative bubbles with 
fluctuations in the macroeconomy more widely. He adds into his analysis 
the role played by endogenous forces in money and financial markets, 
and argues that these are crucial catalysts to bubbles and crises.

In common with Keynes, Minsky is showing how financial crises are 
the inevitable consequence of the fluctuations that characterise capital 
systems; and speculative bubbles are the catalyst for crises. Euphoria 
plants the seeds of crisis. Specifically, Minsky develops some of Keynes’s 
insights around the interdependencies of financial markets and real eco-
nomic activity. He focuses on the ‘deviation-amplifying complementari-
ties’ that develop during economic expansions but planting the seeds of 
subsequent financial crisis which inevitably follow. This links to the idea 
developed by Keynes that fixed asset investment drives real macroeco-
nomic activity. Fixed asset investment is also a key determinant of profits 
(an idea also developed in Kaleckian models).

Minsky’s fundamental innovation to Keynes’s model is in a much 
clearer analysis of different types of finance and their impacts on invest-
ment and macroeconomic performance more generally. He focuses on 
three sources of finance: hedge finance, speculative finance and Ponzi 
finance. When cash flow into a company exceeds the cash flow out, this 
is the safest form of finance, which Minsky called hedge finance. 
Speculative finance is sustainable if current conditions persist because it 
is characterised by near-term cash flow which at least matches immediate 
costs, mainly the interest cost of debt; and expectations of future cash 
flow at least match cash outflows in the future, namely, repayments of 
capital. Ponzi finance is the most unstable form because it is characterised 
by businesses taking on more debt in order to match their current finan-
cial obligations. It is unsustainable and is founded on expectations of 
bonanzas in the future. These expectations can sometimes be justified in 
expansionary phases but are not at all justifiable when an economy starts 
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to go into reverse. One of the crises of modern capitalism emphasised by 
Minsky, paralleling Keynes (1936) idea that private investment will never 
be sufficient to ensure full employment, is that unsustainable  Ponzi 
finance is a part of many long-term investment projects.

The impacts from this unsustainability emerge when economies start 
to change. In tranquil phases, holding cash is less lucrative so fixed asset 
investment increases and the price of capital assets increases concomi-
tantly. In terms of the three forms of finance, there will be a portfolio 
shift towards speculative and Ponzi finance. This process is generated 
endogenously by the characteristics of the system and this marks the start 
of a speculative bubble phase as, increasingly, investments are funded by 
expectations of future bonanzas. The financial structure of the macro-
economy starts to show signs of instability. As this instability increases, 
reflecting the increasing dominance of Ponzi finance, the system becomes 
more and more fragile, and more sensitive to changes in interest rates. 
Any increases in short-term interest rates mean that tranches of hedge 
finance units become speculative finance units, and tranches of specula-
tive finance units become Ponzi finance units. Endogenous processes kick 
in to raise interest rates still further. As increases in short-term interest 
rates become more rapid and sustained, this leads to rises in long-term 
interest rates; so expectations of long-term sustainability start to shift. 
Rising interest rates also erode the present value of future profits, leading 
to what Minsky defines as ‘present value reversals’. Present value reversals 
have two sets of consequences. First, new investments will fall because 
profit expectations are falling. The price of capital assets will fall as a con-
sequence and this will erode businesses’ capacity to fulfil their financial 
commitments. Second, the justification for Ponzi finance starts to look 
more and more shaky. Short-term deficits in cash flow turn into long- 
term deficits in cash flow, thus increasing the chance of default. To avoid 
default, holders of Ponzi finance will try to sell their assets in order to 
meet their financial obligations. From a loanable funds perspective, these 
processes are also exacerbated by shifts in the balance of investment 
demand and demand for finance. As investment demand rises relative to 
the supply of loanable funds, demand for finance rises and so interest 
rates increase. Demand for finance becomes more inelastic, fuelling fur-
ther rises in interest rates.
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2.6  Behavioural Bubbles

In our 2001/2004 paper, John McCombie and I focussed on the differ-
ence between rational bubbles and contagion bubbles. We argued that 
contagion bubbles could be used as a general model and adapted to cap-
ture the rational versus irrational extremes. What are the new insights we 
could have included in our analysis if we had been writing our chapter 
now? Since we wrote our chapter in 2001, behavioural finance has bur-
geoned in influence, though elemental insights from behavioural finance 
were being published by economists such as Richard Thaler (2005), from 
the 1970s onwards.

We touched on themes relating to behavioural finance but without 
exploring the range of ideas in great depth. In our 2001 chapter we did 
reference some of the early work in behavioural finance, specifically 
Robert Shiller’s (1981, 1990, 2000) analyses of speculative bubbles. For 
example, we cited Shiller’s study in which he uses survey methodologies 
to explore how financial investors form their expectations of asset price 
fluctuations, and he discovered that most people herd by following ‘pop-
ular models’. Essentially, speculators are trend-spotters and tend to buy 
only after prices have begun to rise (Shiller 1990). In this section, I will 
develop our 2001 analysis by exploring in much more depth the ways in 
which behavioural finance can be used to explain speculation, focussing 
in particular on the role of herding and social influences. Modern analy-
ses of these influences have many parallels with early insights from Keynes 
(1936, 1937). Connecting socio-psychological influences from behav-
ioural finance with Keynes’s parallel insights is consistent with a post- 
Keynesian model of speculation and represents less of a compromise with 
the unrealistic models from the rational bubbles literature, and to a lesser 
extent the contagion bubbles literatures. Behavioural bubble models also 
link to the insights from Minsky in which, as explored above, speculative 
bubbles are generated during euphoric phases, which are often inter-
preted as reflecting irrational decision-making. This decision-making is 
not so much irrational as psychological.

Another theme that we connected with from a behavioural, psycho-
logical perspective was the links between Keynes and Minsky and  
behavioural or psychological explanations for speculation. As noted 
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above, both Keynes and Minsky focussed on links between speculative 
episodes, financial crises and macroeconomic instability, with speculative 
bubbles acting as the main triggers for more widespread instability. 
Entrepreneurs will also be affected by the euphoria developing in finan-
cial markets. When financial markets are buoyant, entrepreneurs’ animal 
spirits and urges to act will be buoyant too. As Keynes (1936) observes: 
‘Most,  probably, of our decisions to do something positive, the full con-
sequences of which will be drawn out over many days to come, can only 
be taken as a result of animal spirits – of a spontaneous urge to action 
rather than inaction, and not as the outcome of a weighted average of 
quantitative benefits multiplied by quantitative probabilities’ (p. 161).

These ideas link to another set of insights from behavioural economics 
that can be applied to the analysis of speculative bubbles: the dual process 
thinking models popularised in Kahneman (2011). The idea here is that 
we have different thinking styles—fast, intuitive, automatic thinking 
(System 1) versus slower, more deliberative, cognitive thinking (System 
2). System 1 might be associated with what some economists refer to as 
‘irrationality’. These ideas are also explored by neuroeconomists who use 
neuroscientific techniques to capture how emotions feed into financial 
decisions; for an example see Lo et al. (2005). The social influences that 
distract people away from private information about fundamental value 
are associated with complex interactions of neural structures usually asso-
ciated with emotional versus cognitive decision-making (see, e.g. Baddeley 
et al. 2007, 2010; Burke et al. 2010).

In the context of speculative bubbles and financial instability, the dual 
process approaches of Kahneman (2011), and others, connect economic 
psychology with Keynes’s earlier insights about the different decision- 
making systems driving our decision-making, including speculators and 
entrepreneurs. It is important to note that Keynes (1936) himself empha-
sised that this is not necessarily a reflection of irrationality: ‘We should 
not conclude from this that everything depends on waves of irrational 
psychology. On the contrary, the state of long-term expectation is often 
steady, and, even when it is not, the other factors exert their compensat-
ing effects’ (p.  161). In financial markets similar interactions of dual 
thinking processes will determine our choices; and Keynes (1936) extends 
his insight beyond financial markets and even beyond economics  
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to many facets of our decision-making: ‘We are merely reminding our-
selves that human decisions affecting the future, whether personal or 
political or economic, cannot depend on strict mathematical expectation 
… it is our innate urge to activity which makes the wheels go round, our 
rational selves choosing between the alternatives as best we are able, cal-
culating where we can, but often falling back for our motive on whim or 
sentiment or chance’ (pp. 162–163).

Keynes’s insights about animal spirits also connect with insights from 
psychology about the role of optimism bias in human decision-making 
(Baddeley 2014, 2016, 2017). Keynes (1936) observed that instability 
from speculation is compounded from instability generated by psycho-
logical influences: ‘there is the instability due to the characteristic of 
human nature that a large proportion of our positive activities depend on 
spontaneous optimism rather than on mathematical expectation, whether 
moral or hedonistic or economic. Most, probably, of our decisions to do 
something positive, the full consequences of which will be drawn out 
over many days to come, can only be taken as a result of animal spirits – 
of a spontaneous urge to action rather than inaction’ (p. 161).

Some neuroscientists argue that optimism bias is a trait that character-
ises healthy adults, perhaps acquired for evolutionary reasons, and the 
absence of optimism bias is often a feature of depression (see, e.g. Sharot 
2011). How can this explain speculative bubbles? If we allow that opti-
mism bias is mirrored by pessimism bias, then speculative bubbles and 
crashes are generated from expectations built on precarious foundations. 
This euphoria cannot last. Shifting psychological influences have traction 
when disillusioned entrepreneurs realise that their expectations of future 
profits cannot be justified. Optimism bias is replaced by pessimism bias 
and bubbles are followed by crashes, partly a reflection of these shifts in 
mood and sentiment. The impacts spread to the real economy as specula-
tive bubbles create financial instability, dampening enterpreneurs’ invest-
ment, output and employment decisions.

Another key theme connects Keynes and economic psychology is the 
influence of social influences, including conventions and herding. When 
economies are very fragile, the state of confidence will be at low ebb. 
Without knowledge, people will be forced to rely on the rest of the world 
for information. Then herding and crowd psychology will overwhelm pri-
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vate information. Speculators realise that their perceptions about asset 
prices and profits from investments are built on precarious foundations. 
With no firm anchor for expectations, herding will generate instability and 
volatility. When these social influences are overwhelming, in a world of 
uncertainty any assumptions about individuals’ capacity to be rational ver-
sus irrational are irrelevant, because the crowd takes on a nature of its own. 
This takes us back to Victorian conceptions of the crowd, whether crowds 
of speculators or political protestors, for example as explored by Gustave le 
Bon (1895) and Charles Mackay (1841). In crowds, individual’s identity is 
lost and the crowd develops a nature of its own. As le Bon (1895) observed:

… however like or unlike be [the individual’s] mode of life, their occupa-
tions, their character, or their intelligence, the fact they have been trans-
formed into a crowd puts them in possession of a sort of collective mind 
which makes them feel, think, and act in a manner quite different from 
that in which each individual of them would feel, think and act were he in 
a state of isolation ... the intellectual aptitudes of the individuals, and in 
consequence their individuality, are weakened …. (pp. 11–12)

Aside from economic psychology, behavioural finance also introduces 
some new perspectives on speculation. Richard Thaler and others have 
identified a range of behavioural anomalies that can illuminate the prob-
lem of speculative bubbles. Richard Thaler’s insights are also informed by 
psychologists Daniel Kahneman and Amos Tversky, particularly their 
insights about the role of heuristics and biases in decision-making and 
the ‘prospect theory’ alternative to expected utility theory of risk (Tversky 
and Kahneman 1974; Kahneman and Tversky 1979). Kahneman and 
Tversky (op. cit.) focus on the idea that we make decisions with respect 
to reference points. We respond asymmetrically to losses versus gains. 
This links to the idea of loss aversion: we are far more upset about losing 
something than we are pleased when we gain the equivalent amount. 
Benartzi and Thaler (1995) develop these insights in their analysis of 
myopic loss aversion in financial markets, combining behavioural theo-
ries of time inconsistency from David Laibson and others (see, e.g. 
Laibson 1997; and also Frederick et al. 2002, for a survey). Anomalous 
financial decisions, for example, in favouring bonds over stocks even 
whilst there are persistent differentials in returns favouring stocks over 
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bonds, reflect an interaction of present bias with loss aversion. Speculators 
are disproportionately focussed on the short-term fluctuations in share 
prices, over very short time horizons. This myopia combines with their 
loss aversion, so they avoid stocks because they are avoiding potential 
losses over short periods of time (Benartzi and Thaler 1995). Financial 
investors would do better if they shifted their time horizons towards the 
long-term and/or had more symmetric responses to losses versus gains.

3  Policy Implications and Conclusions

Policy implications depend on the model of speculation that policy- 
makers hold in their minds. If Keynes and Minksy are right, then con-
ventional styles of monetary policy will not work in averting financial 
crises. The financial crises of 2007/2008 illustrate the point: the fashion 
for inflation targeting was at the very least an irrelevance in their after-
math. The jury is still out on what were called ‘unconventional’ monetary 
policies viz. quantitative easing. Whether or not quantitative easing was 
successful is still a question that needs much more empirical investiga-
tion. Many commentators argue that it was not enough and that austerity 
policies were exactly the wrong thing to do. True to Keynes, following 
financial crises, expansionary fiscal policy is required because monetary 
policy can only do so much in a world of profound pessimism, uncer-
tainty and liquidity traps.

What can behavioural finance add to these policy prescriptions? First, 
behavioural finance allows that there are significant constraints on specu-
lators’ ability to judge fundamental values of assets. These constraints 
reflect limits on information, the presence of uncertainty—none of which 
preclude rationality in themselves. But these combine with some behav-
ioural biases. Whilst these biases do not imply that everyone is always 
making mistakes, in the context of the profound uncertainty and sub-
stantial social influences that take hold during speculative episodes, the 
constraints on rational decision-making are likely to be overwhelming. 
Also, given the ideas outlined above about how crowds often take on an 
identity and mission that is completely different to those of the individu-
als within it, then financial policies focussed on assuming that each spec-
ulator is autonomous are likely to be misguided. Financial policy and 
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financial regulation should be designed to allow that individual specula-
tors may lose their individual autonomy when joining a crowd of other 
speculators, particularly when those other speculators are spread across 
large and complex international networks. Uncertainty and poor infor-
mation magnify unstable speculation. Given that an individual specula-
tor’s capacity for rationality is likely to be severely constrained in complex 
financial markets given an uncertain world and poor information. Policy- 
makers could also do what they can to slow decision-making down so 
that the fast thinking does not dominate slower, more reflective and 
deliberative styles of decision-making. This gives a behavioural justifica-
tion for the ‘throwing sand in the wheels’ arguments used by advocates of 
Tobin taxes, developing from Eichengreen et  al.’s (1995) prescriptions 
originally devised in the context of international financial instability.

Finally, in looking back over the chapter that John McCombie and I 
wrote in 2001, what conclusions did we come to then? We argued that 
financial crisis and deflationary influences are signs on inefficient market 
processes, driven by endogenous fluctuations. In the face of these perverse 
and unstable market processes, capitalist economies need strong sup-
port  from robust financial policies to limit the evolution of speculative 
bubbles. In this government spending will play a role in ensuring that fixed 
asset investment is not overly sensitive to the influences of speculation. We 
also argued for financial regulation because, without it, private speculation 
would drive unsustainable rises in asset prices. We argued that, in these 
circumstances, central banks should be willing to take on the role of lender 
of last resort and to float-off untenable debt structures when financial crises 
emerge (Baddeley and McCombie 2001). Our words seem prescient now, 
but in truth we were not the only economists espousing this view. Our 
analysis mirrored a substantial consensus from across the heterodox and 
post-Keynesian communities. More financial regulation, not less, was 
needed. Financial instability is an inherent feature of capitalist systems, and 
speculative bubbles are part of it, an insight well-explored in Keynesian, 
post Keynesian and heterodox literature ever since Keynes first explored 
related insights in the 1920s and 1930s. So the conventional wisdom about 
economists’ ignorance is not well-founded. Many economists had pre-
dicted, and could explain, the 2007/8 financial crises. The problem was 
that these economists were not the economists with influence over the 
financial services sector and financial regulators.
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Notes

1. Although Topol does allow that if mimetic contagion is powerful enough, 
the world may no longer be ergodic.
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Sophistication, Productivity and Trade: 

A Sectoral Investigation

João P. Romero and Gustavo Britto

1  Introduction1

In the Kaldorian approach to economic growth, income elasticities of 
exports and imports are the crucial parameters determining the long- 
term growth rate. In this tradition, the requirement of balance-of- 
payments equilibrium represents the main constraint on the growth of 
domestic aggregate demand. If relative prices have little impact on trade 
flows, as the evidence suggests is the case, and balance-of-payments defi-
cits cannot be financed indefinitely, income elasticities of exports and 
imports become the crucial parameters determining the long-term 
growth rate (Thirlwall 1979).

Consequently, it is crucial to understand what determines the magni-
tude of the income elasticities of trade. As McCombie and Thirlwall 
(1994) argued, income elasticities capture the non-price competitiveness 
of each country’s production. Yet, very few contributions have sought to 
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test what variables impact these elasticities. Empirical evidence provided 
by Ang et al. (2015) for Asian countries suggests that introducing tech-
nological competitiveness into a standard export demand function leads 
to a reduction in the income elasticity. Similar results were found by 
Romero and McCombie (2017). Focusing on a sample of developed 
economies and employing relative productivity to measure non-price 
competitiveness instead of technological competitiveness, they found 
that introducing changes in relative productivity reduces the magnitude 
of the income elasticities of demand for exports and imports. They argue 
that such changes are consistent with omitted variable bias, so that it is 
possible to argue that these results confirm that income elasticities are 
explained by non-price competitiveness.

If differences in non-price competitiveness provide the basic explana-
tion for differences in income elasticities, sectoral differences represent a 
fundamental complement to this approach. It is well known that income 
elasticities change between sectors, so that different trade baskets are 
associated with different aggregate income elasticities (e.g. Araújo and 
Lima 2007; Gouvêa and Lima 2010; Romero and McCombie 2016). 
More specifically, evidence suggests that high-tech goods present higher 
income elasticities than low-tech goods. Hence, taking into account 
sectoral trade differences is paramount to understand the variability of 
aggregate income elasticities.

According to the structuralist approach to economic growth, economic 
development is a process necessarily associated with changes in the sec-
toral composition of production (Lewis 1955; Kuznets 1966; Kaldor 
1966; Hirschman 1958; Prebisch 1962; Furtado 1964). Development 
and growth depend on moving the economy’s structure towards high- 
tech, high value-added, sectors that produce goods that are complex. 
More recently, Hausmann et al. (2007) explored the richness of disag-
gregate trade data to provide compelling evidence that initial economic 
sophistication exerts a positive and significant impact on future GDP per 
capita growth rate, even when controlling for human capital, institutions 
and initial GDP per capita. Subsequently, more elaborate measures of 
product and economic sophistication were developed by Hidalgo and 
Hausmann (2009). These authors used Balassa’s (1965) index of revealed 
comparative advantage (RCA) to derive measures of diversification and 
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ubiquity of each country’s exports, which were then combined to arrive 
at more accurate indexes of product and economic sophistication. 
Evidence suggests that these indexes are powerful predictors of subse-
quent GDP per capita growth (e.g. Felipe et al. 2010, 2013).

Taking into account the scarcity of evidence regarding the determi-
nants of income elasticities of trade, especially when trade is disaggre-
gated into different sectors, this chapter aims to investigate whether 
modern measures of productive sophistication can explain the magni-
tudes of income elasticities and export and import growth. More specifi-
cally, this chapter’s contribution is twofold. First, using a measure of 
industry sophistication, the impact of initial industry sophistication on 
subsequent total factor productivity growth is tested using industry-level 
data. This analysis is carried out dividing the sample of industries into 
low- and high-tech, in order to assess if these sectors present different 
dynamics. In other words, the chapter examines whether Hausmann 
et  al.’s (2007) hypothesis is valid for different technological sectors. 
Second, the chapter investigates if changes in industry sophistication 
impact exports and imports in low- and high-tech sectors. In this case, 
the index of industry sophistication is used as a proxy for the quality of 
the exports of a given industry. Special attention is paid to the impact 
exerted by the introduction of sophistication on the magnitudes of the 
income elasticities of demand.

The empirical exercises use product-level trade data from UN Comtrade 
which is combined with price data from Feenstra and Romalis (2014) 
and productivity data from EU KLEMS. The final dataset used comprises 
data for 13 industries, classified into low- or high-tech, in seven coun-
tries, over the period 1984–2006. Combining these databases restricts 
the time span but allows estimating the impact of industry sophistication 
on the total factor productivity growth of each industry in each sector. 
Moreover, this also allows for the estimation of export and import func-
tions introducing changes in relative industry sophistication as an addi-
tional explanatory variable to assess its impact on the income elasticities 
of trade in low- and high-tech sectors.

The remainder of this chapter is organized as follows. Section 2 dis-
cusses the balance-of-payments-constrained growth theory, and the mea-
sures of product, economic and industry sophistication. Section 3 
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presents the empirical investigation of the impact of industry sophistica-
tion on total factor productivity in low- and high-tech sectors as well as 
on export and import growth. Section 4 reports the concluding remarks 
of the chapter.

2  Theoretical Framework

2.1  The Balance-of-Payments Constraint to Growth 
and Non-price Competitiveness

The Kaldorian tradition has a long track of theoretical and empirical 
studies investigating why economic growth is so uneven amongst coun-
tries. It emphasizes the role of demand growth as the ultimate determi-
nant of a country’s economic growth rate. In this framework, the 
balance of payments becomes the fundamental limit to the growth of 
an open economy. Exports, in turn, play the dual role of stimulating 
demand and of providing the foreign currency that allows the other ele-
ments of autonomous demand to grow, particularly investment. From 
a dynamic viewpoint, the stimulus to demand can trigger a virtuous 
growth cycle that tends to increase the global productivity of the econ-
omy, due to the migration of factors to more productive sectors (manu-
facturing) and to the greater learning-by-doing these sectors will display 
(Kaldor 1966).

This is the underlying argument of the balance-of-payments- 
constrained growth models. Thirlwall (1979) demonstrates that long- 
term growth is directly related to the income elasticities of demand for 
exports and for imports. The model is composed of three equations:

 
x p p e zt dt ft t t= − −( ) +η ε

 
(10.1)
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Equations (10.1) and (10.2) represent the functions of demand for 
exports and for imports, respectively, both expressed in growth rates. 
The variable x stands for the growth rate of exports, m for the growth 
rate of imports, pd and pf are the rate of change of domestic and foreign 
prices, e is the rate of change of the nominal exchange rate, z is the 
growth of the income of the rest of the world, y is the growth of real 
output, η (<0) is the price elasticity of demand for exports, ψ (<0) is 
the price elasticity of demand for imports, ε is the income elasticity of 
demand for exports, and π is the income elasticity of demand for 
imports. Equation (10.3) is the balance-of-payments equilibrium 
condition.

Solving the system of Eqs. (10.1), (10.2) and (10.3), we arrive at the 
balance-of-payments equilibrium growth rate (the time subscripts have 
been dropped for expositional convenience):
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π
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(10.4)

This equation leads to many results: (i) a domestic inflation higher 
than the inflation of the rest of the world reduces the balance-of- 
payments equilibrium growth rate, if |ψ  +  η|  >  1 (Marshall-Lerner 
condition); (ii) a currency devaluation (e  >  0) tends to increase the 
balance-of-payments equilibrium growth rate, if |ψ  + η|  >  1; (iii) a 
faster growth of world income increases the balance-of-payments 
equilibrium growth rate; (iv) the higher is the income elasticity of 
demand for imports (π), the lower will be the balance-of-payments 
equilibrium growth rate. However, by assuming the stylized fact that 
terms of trade are constant in the long run (pdt − pft − et = 0), the equa-
tion can be reduced to the ratio represented by Eq. (10.5), known as 
Thirlwall’s Law:

 
y zB2 =

ε
π  

(10.5)
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or

 
y

x
B3 = π  

(10.6)

This last equation represents the highest growth rate compatible with 
balance-of-payments equilibrium. A faster growth rate would be achieved 
via policies that stimulate increases in the income elasticity of demand for 
exports and reductions in the income elasticity of demand for exports. It 
is worth mentioning that Eq. (10.5) is also valid if the Marshall-Lerner 
conditions are just met (i.e. η + ψ = −1), even if there are substantial 
variations in relative prices.2

Although the output growth rate is determined by the growth of 
demand, balance-of-payments-constrained growth models also consider 
supply side factors. Nevertheless, these factors do not refer only to the 
increase of the stock of factor inputs, but also, to qualitative aspects, 
related to what has come to be called non-price competitiveness. In fact, 
a major part of the industrial output has been characterized by an oli-
gopolistic competitive environment, in which aggressive price competi-
tion is not to be found. The predominant form of competition is, rather, 
non-price competition (McCombie and Thirlwall 1994).

Authors from different theoretical backgrounds have carried out 
empirical tests to assess the impacts of non-price competitiveness on 
foreign trade. Several types of proxies were used, including, amongst 
others, the number of patents and R&D expenditures. Some of these 
studies are based on the theory of the technological gap (Posner 1961; 
Hufbauer 1970; Greenhalgh 1990; Schott and Pick 1984; Fagerberg 
1988; Wakelin 1998), while others are based on the product life cycle 
theory (Vernon 1966, 1970; Wells 1972) or even on the hypothesis of 
product differentiation and the preference for variety (Linder 1961; 
Davies 1976; Barker 1977). As a rule, the studies verify the importance 
of non-price competitiveness for the expansion of exports and, hence, 
for the growth of income.

The focus on non-price competitiveness, however, goes against the 
neoclassical assumption that similar goods are homogeneous and 
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would, therefore, follow the ‘law of one price’. Price differences, accord-
ing to the neoclassical approach, would reflect a differentiation of the 
compared products. This procedure entirely voids the law of any empir-
ical basis (McCombie and Thirlwall 1994). The growth of non-price 
competitiveness, therefore, indicates the degree of product differentia-
tion and increases of the quality of national output. In this context, 
therefore, manufacturing would be more liable to be subject to such 
competitive gains, for primary goods tend to be more homogeneous. 
This is exactly what Kravis and Lipsey (1971) found, demonstrating 
that basic goods are more prone to price competition than manufac-
tured goods.

The conclusion of this debate is that non-price competitiveness is an 
important factor explaining exports, given the preference for a variety 
that grows with income—even if, for the same reason, it does not lead 
to a reduction of imports. Theoretically, however, gains from non-price 
competitiveness can be obtained in any kind of products. Freeman 
(1979) tests the impact of different non-price competitive strategies on 
a set of sectors. The results show that, for the production of capital 
goods, competition focuses on the development of new, more techno-
logical, products. In the production of consumption goods, on the 
other hand, design and marketing play a more important role, while 
for basic materials most innovations focus on reducing inputs. Hence, 
sectors with higher technological intensity are more susceptible to 
non-price competitiveness and their elasticity of demand is, therefore, 
higher.

Exploring the idea that income elasticities capture non-price competi-
tiveness and are different between sectors, Araújo and Lima (2007) intro-
duced the Multi-Sector Thirlwall’s Law (MSTL). By considering that 
each sector of the economy is subject to a different income elasticity of 
demand for its production, the model implies that shifts in sectoral shares 
affect the growth rate of the economy as a whole. Hence, a country’s 
growth rate can increase even if the rest of the world continues to grow at 
the same pace, as long as the composition of exports and imports is 
favourably altered (Gouvêa and Lima 2010; Romero and McCombie 
2016). In sum, the long-term growth rate depends on the sectoral struc-
ture of the economy.
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A number of works have estimated income elasticities for different sec-
tors within countries (e.g. Gouvea and Lima 2010, 2013; Romero et al. 
2011; Romero and McCombie 2016). They have found that technology- 
intensive sectors present greater income elasticities. These studies also 
conclude that both the original Thirlwall’s Law and its multi-sector ver-
sion adequately represent the economy’s real growth rate. Hence, the tests 
confirm the importance of increasing the share of high-tech sectors in 
order to accelerate growth.

Despite the recent evidence indicating that income elasticities vary 
considering between sectors, there have been very few attempts to inves-
tigate the determinants of the magnitudes of sectoral income elasticities. 
This important gap in the existing literature is partially explained by the 
fact that in most works that employ innovation-based measures of non- 
price competitiveness, income growth is not introduced as an explana-
tory variable of export performance.

Recent studies, however, have sought to analyse the significance of 
measures of non-price competitiveness when introduced in traditional 
export and import demand functions. Ang et  al. (2015) introduced a 
measure of innovation stocks relative to the competitors into export 
demand functions. The authors have tested the effect of this measure of 
technological (or non-price) competitiveness on export growth for a sam-
ple of six Asian countries over the period 1953–2010, and have found 
robust evidence that non-price competitiveness exerts a positive and sig-
nificant impact of export growth.

Romero and McCombie (2017) used total factor productivity (a mea-
sure of economic efficiency) as a proxy for product quality in different 
export and import industries. This proxy for non-price competitiveness is 
based on McCombie and Roberts (2002) and Setterfield (2011), who 
argue that productivity growth might determine the magnitude of the 
income elasticities, given that the former might result from quality 
improvements. Romero and McCombie (2017) tested the impact of total 
factor productivity relative to the frontier country for a sample of seven 
European countries over the period 1984–2006, dividing the sample into 
low- and high-tech industries. The authors found that changes in relative 
non-price competitiveness have a positive and significant impact on the 
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growth rates of exports and imports of both low- and high-tech sectors. 
Nonetheless, the effect is greater in the high-tech sector. Most impor-
tantly, Romero and McCombie (2017) call attention to the fact that 
income elasticities vary considerably when relative productivity is intro-
duced, which is consistent with omitted (quality) variable bias. Moreover, 
they also highlight that similar movements are observed in Ang et al.’s 
(2015) tests.

2.2  Product and Economic Sophistication

Seeking to investigate the importance of the composition of a country’s 
production for economic growth, Hausmann et al. (2007) proposed two 
measures of product and economic sophistication.

The product sophistication index, called PRODY, is represented by 
the income level associated with each product, and is calculated as the 
weighted average of the income per capita of the countries that export 
the given product. Formally:
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where x denotes the exports of good k by country j and Y/L is income 
per capita.

The PRODY index, therefore, ranks commodities based on the exports 
and each country’s income levels. Hence, this index does not capture dif-
ferences in product sophistication between countries. In other words, the 
index is an outcome-based measure of sophistication that is based on the 
assumption that, if a given product is largely produced by rich countries, 
then the product is regarded as ‘sophisticated’.

The economic (or country) sophistication index, called EXPY, in turn, 
represents the productivity level associated with a county’s export basket, 

 Sophistication, Productivity and Trade: A Sectoral Investigation 



244 

and is calculated as the weighted average of the sophistication of the 
products exported by the country. Formally:
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This index, therefore, is a weighted average of the PRODY indexes of 
each product k for a particular country j at time t, where the weights are 
the value shares of each product in the country’s total exports.

Using this approach, Hausmann et al. (2007) provide evidence that 
current export sophistication is a good predictor of the future growth rate 
of income per capita. In other words, this approach suggests that fast- 
growing countries have EXPY indexes higher than their actual per capita 
incomes (such as China and India), which indicates they are producing 
goods associated with higher income.

Nonetheless, the authors show that producing sophisticated goods 
leads to high growth rates; the authors’ investigation provided only an 
initial approximation to the determinants of EXPY.  Their empirical 
investigation only indicates that EXPY is positively correlated with popu-
lation size and land area, and not correlated with human capital and 
institution quality.

Hidalgo et al. (2007) addressed this limitation by investigating whether 
the productive structure of a country influences the path, the costs and 
the speed of change towards the production of sophisticated goods. As 
the authors stress, the production of different types of goods requires dif-
ferent capabilities. Consequently, the capabilities possessed by a country 
determine the goods the country can produce and how difficult it is for 
the country to start producing goods that require different (or additional) 
capabilities.

However, directly measuring capabilities is a complex task. As an 
alternative, therefore, the authors proposed using conditional probabili-
ties to establish how close products are in terms of the capabilities 
required for their production. This method is based on the assumption 
that the probability of producing two products that require similar 
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capabilities is higher than the probability of producing two goods that 
require different capabilities. Thus, the exercise used disaggregated trade 
to calculate the probability of a country exporting product i given that it 
exports product k. The authors called proximity this conditional proba-
bility. Finally, adopting a threshold value for proximity, the authors 
established linkages between products, creating a network that they 
called product space.

Using product space, Hidalgo et al. (2007) reached three interesting 
conclusions: (i) different countries face different opportunities for increas-
ing their economic growth; (ii) structural change and economic growth 
are highly path dependent, given that each country’s initial productive 
structure reflects a different set of capabilities; and (iii) moving towards 
sophisticated goods takes time, since this process requires learning new 
capabilities.

Another limitation of the measures proposed by Hausmann et  al. 
(2007) is that the proposed measures do not explain what makes the 
products exported by rich countries important for economic growth. 
Indeed, the PRODY index is simply based on the assumption that sophis-
ticated (high-productivity) goods are the goods exported by high-income 
countries. As Felipe et al. (2012) stresses, this makes the approach circu-
lar. Moreover, this creates some counter-intuitively high measures of 
product sophistication. To illustrate this problem, Reis and Farole (2012) 
point out that the PRODY of bacon and ham is higher than the PRODY 
of internal combustion engines.

Hidalgo and Hausmann (2009) address this shortcoming by develop-
ing alternative measures of product and economic complexity. The 
authors defined the degree of product diversification of a country as the 
number of products that a country exports with RCA, and the degree of 
ubiquity of a product as the number of countries that export a product 
with RCA. Formally:
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where D denotes diversification, U denotes ubiquity and N = 1 if country 
j exports product k with RCA at time t, and N = 0 otherwise. The index 
of RCA developed by Balassa (1965) has a straightforward interpretation. 
If the index is higher than 1, then the country has high competitiveness 
in the production of the given good. The opposite holds if the index is 
lower than 1. Thus, the higher the diversification of a country’s exports is, 
the higher this country’s sophistication is. In contrast, the lower the ubiq-
uity of a good is, the higher its sophistication is.

Using these indexes, Hidalgo and Hausmann (2009) and Felipe et al. 
(2012) show that economic growth is strongly correlated with the pro-
duction of a diversified basket of goods that are not exported by many 
other countries. Indeed, the latter finds that the measures of economic 
and product sophistication proposed by Hidalgo and Hausmann (2009) 
are highly correlated with measures of technological capabilities used in 
Schumpeterian works (e.g. Archibugi and Coco 2005). Consequently, 
this approach shows that not only diversification and ubiquity are nega-
tively correlated, which means diversified countries tend to produce more 
complex (less ubiquitous) goods, but diversification is positively corre-
lated with income level.

However, as Hidalgo and Hausmann (2009) and Hausmann et  al. 
(2011) stress, diversification and ubiquity are crude approximations of 
economic (or country) and product sophistication. They argue that ubiq-
uity and diversity can be combined to obtain better measures of eco-
nomic and product sophistication. A country with low diversification but 
that produces goods with high ubiquity can be considered more sophisti-
cated than a country that has similarly low diversification but produces 
goods will low ubiquity. Analogously, a good with high ubiquity but pro-
duced by countries that have low diversification can be considered less 
sophisticated than goods with similarly high ubiquity but produced by 
countries that have high diversification. As Hausmann et  al. (2011) 
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argues, this process can be repeated to progressively increase the informa-
tion captured by the measures, which will converge after a few iterations. 
These are the product sophistication (PS) and economic sophistication 
(ES) indexes used in this chapter. Formally:
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where n denotes the number of iterations.
The measures developed by Hausmann et al. (2007) and Hidalgo and 

Hausmann (2009) have been employed by a number of works to analyse 
the development trajectories of different countries, taking into account 
the transformations in their productive structures. Felipe et al. (2010), 
for instance, has shown that Pakistan was not able to move towards the 
production of more sophisticated goods, which resulted in recurrent 
balance- of-payments problems, curtailing the country’s growth. Felipe 
et al. (2013), in turn, showed that the successful development trajectory 
of China was associated with progressive increases in the RCA of prod-
ucts with high sophistication (especially machinery and electronics).

In addition, recent works have been extrapolating these measures and 
using them in econometric investigations. Boschma et  al. (2013), for 
example, applied the approach to the analysis of technological proximity 
and technological change in US cities. Using patent data from the United 
States Patent and Trademark Office (USPTO) disaggregated by 
International Product Categories (IPC), the authors calculated an index 
of Revealed Technological Advantages (RTA) analogous to Balassa’s 
(1965) RCA and used it to construct a technology space analogous to 
Hidalgo et al.’s (2007) product space. Using the technological proximity 
between different patent classes, the authors showed that different tech-
nological capabilities influenced different trajectories of technological 
specialization between cities. Bahar et al. (2014), in turn, used RCAs and 
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an export similarity index to show that geographic proximity influenced 
the productive specialization of neighbouring countries. In other words, 
countries that are geographically close tend to present RCAs in similar 
products. The authors attribute this result to technological diffusion.

2.3  Industry Sophistication

In this chapter, EXPY is transposed to the industry level to measure the 
sophistication of the production of a given industry in each country. 
Calculating this index for each of the industries in the EU KLEMS data-
base allows analysing the relationship between sophistication and produc-
tivity at the industry level. Moreover, using the same level of aggregation 
allows to assess the results found by Romero and McCombie (2017), 
investigating the impact of industry sophistication on trade performance.

The industry sophistication index, IEXPY, is calculated as the weighted 
average of the PRODY of the n products that integrate each industry i, 
for each country j, at time t:

 

IEXPY PRODYijt
n

jkt

k
jkt

k

x

x
=

















∑ ∑
 

10.14

Furthermore, an additional measure of industry sophistication is pro-
posed in this chapter. Following the methodology proposed by Hausmann 
et al. (2007), the IEXPY index measures industry sophistication as the 
weighted average of PRODY for each product n in industry i and coun-
try j. The alternative measure proposed here, IEXPS, replaces PRODY 
with the product sophistication index PS based on Hidalgo and 
Hausmann’s (2009) approach:
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3  Empirical Investigation

3.1  Data Description

The trade data used to calculate the industry sophistication indexes dis-
cussed in the previous section are from the UN Comtrade database, clas-
sified according to the Standard International Trade Classification (SITC) 
(Revision 2, 4 digits), and the data on GDP per capita (2011 PPP$) are 
from the World Development Indicators. The indexes were calculated for 
the period 1984–2006, given that price data from Feenstra and Romalis 
(2014) are available between 1984 and 2011, and the EU KLEMS data 
required to calculate productivity for each industry are available from 
1976 to 2006. The final sample, therefore, comprises 13 goods- producing 
industries in seven countries, Austria, Denmark, Finland, Germany, the 
Netherlands, Spain and the United Kingdom.

Table 10.1 reports the products with highest and lowest values of the 
PRODY and PS indexes. PS and ES indexes were calculated using the first 
iteration betwen diversity and ubiquity. This table illustrates the problem 
with the PRODY index stressed by Reis and Farole (2012), given that some 
primary- and resource-based products figure amongst the most sophisti-
cated products. This table shows also that the PS index partially solves this 
problem, given that only one of the five most sophisticated products is a 
resource-based product. The other products are all medium- or high- tech 
products. On the other end, both indexes indicate that the products with 
lowest sophistication are all primary, resource-based or low-tech products.

In spite of the differences between the indexes, however, the Spearman 
rank correlation between the two is still considerably high (0.75). Using 
the average PRODY index as reference for product sophistication and 
adopting Leamer’s (1984) classification, the most sophisticated products 
are machinery (PRODY of $17,696) and chemicals (PRODY of 
$16,770). Capital-intensive products (PRODY of $12,657) appear after 
forest products (PRODY of $13,954) and petroleum (PRODY of 
$12,669). The goods with the lowest sophistication are labour-intensive 
products, raw materials, animal products, cereals and tropical agriculture 
products, respectively. A similar picture emerges if the average PS index is 
used as reference for product sophistication. Chemicals (PS of 190.8) are 
the most sophisticated products, followed by machinery (PS of 189.4), 
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Table 10.1 Products with higher and lower values of the PRODY and PS indexes

SITC Product description PRODY
PRODY 
rank PS

PS 
rank

Lall’s (2000) 
technological 
class

Top 5 PRODY
3413 Petroleum gases 

and other gaseous 
hydrocarbons, nes, 
liquefied

32462.06 1 93.60573 752 Primary 
products

5147 Amide-function 
compounds; 
excluding urea

29774.54 2 199.2528 167 Resource- 
based

7412 Furnace burners; 
mechanical 
stokers, etc., and 
parts thereof, nes

29135.82 3 230.5944 10 Medium-tech

5415 Hormones, natural 
or reproduce by 
synthesis, in bulk

28903.62 4 216.3814 60 High-tech

7268 Bookbinding 
machinery; parts 
thereof, nes

27274.98 5 230.9483 9 Medium-tech

Bottom 5 PRODY
1212 Tobacco, wholly or 

partly stripped
2115.613 753 128.7319 678 Primary 

products
2631 Raw cotton, 

excluding linters, 
not carded or 
combed

2098.813 754 98.88403 748 Primary 
products

741 Tea 2003.272 755 105.7965 745 Primary 
products

2771 Industrial diamonds 1981.667 756 142.4812 598 Primary 
products

2634 Cotton, carded or 
combed

1974.082 757 125.4862 688 Primary 
products

Top 5 PS
6880 Uranium depleted 

in U235, thorium 
and alloys, nes; 
waste and scrap

25010.42 14 243.9294 1 Resource- 
based

5827 Silicones 24326.98 28 237.6393 2 Medium-tech
7753 Domestic 

dishwashing 
machines

24585.14 22 237.3484 3 Medium-tech

(continued)
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capital-intensive (PS of 176.1), and labour-intensive goods (PS of 168.9). 
Interestingly, petroleum now figures the second least sophisticated prod-
uct (PS of 140), which highlights the superiority of this index in measur-
ing product sophistication.

3.2  Descriptive Analysis

In order to assess the relationships between sophistication, exports, 
imports and productivity for different groups of industries, the proposed 
indexes of industry sophistication (IEXPY and IEXPS) were calculated 

Table 10.1 (continued)

SITC Product description PRODY
PRODY 
rank PS

PS 
rank

Lall’s (2000) 
technological 
class

7187 Nuclear reactors, 
and parts thereof, 
nes

20562.21 94 233.9071 4 High-tech

5836 Acrylic and 
methacrylic 
polymers; acrylo- 
methacrylic 
copolymers

22150.27 59 232.5783 5 Medium-tech

Bottom 5 PS
2320 Natural rubber 

latex; natural 
rubber and gums

5746.701 675 92.38287 753 Primary 
products

2232 Palm nuts and 
kernels

4119.705 724 91.9226 754 Primary 
products

711 Coffee green, 
roasted; coffee 
substitutes 
containing coffee

2325.538 751 91.16449 755 Primary 
products

2655 Manila hemp, raw 
or processed but 
not spun, its tow 
and waste

5093.396 701 89.62418 756 Resource- 
based

611 Sugars, beet and 
cane, raw, solid

5946.703 669 88.33054 757 Resource- 
based

Source: Authors elaboration
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for the 13 goods-producing EU KLEMS industries, for which high qual-
ity data on sectoral productivity is available.

Figure 10.1 shows the evolution of the diversification of the econo-
mies under investigation, dividing the productive structure into core 
products (machinery, chemicals and capital-intensive) and peripheral 
products (labour-intensive, forest products, raw materials, animal prod-
ucts, cereals, petroleum and tropical agriculture products). This figure 
shows that Germany is the country with the highest number of core 
products with RCA during the whole period. Nonetheless, this number 
has been falling since the 1980s. The same occurs with the United 
Kingdom, while Spain and Finland have been increasing the number of 
core products in which the country has RCA. The remaining countries 
present relatively stable figures during the period. The scenario is similar 
for peripheral products, with three important distinctions: (i) Germany 
has a much lower number of products with RCA, although this number 
is relatively stable; (ii) the Netherlands is the country with the highest 

Fig. 10.1 Productive diversification of selected European countries (1984–2006) 
(Source: Author’s own elaboration)
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number of peripheral products with RCA; and (iii) Finland presents a 
falling number of peripheral products with RCA, which indicates the 
country has been moving from the production of this type of goods to 
the production of core goods.

Comparing the numbers shown in Fig. 10.1 with the average index of 
economic sophistication (ES) of the countries under analysis indicates that 
there is a close correlation between productive diversification (especially in 
core products) and economic sophistication, as found in previous works 
(e.g. Felipe et al. 2012). According to the ES index, the most sophisticated 
of these countries is Germany (ES of 0.064), followed by the United 
Kingdom (ES of 0.061) and Finland (0.056). The Netherlands and Austria 
have almost the same sophistication (ES of 0.054). Spain has the second 
lowest sophistication (ES of 0.051), only ahead of Denmark (ES of 0.050). 
Moreover, a similar ranking emerges when the average EXPY index is 
used, although in this case Finland figures as the most sophisticated econ-
omy. Nonetheless, when the evolution of the two indexes is compared a 
striking difference emerges: while according to the ES index the sophisti-
cation of all the economies has been falling during the period, the opposite 
holds for the EXPY index. This difference stems from the fact that the 
former is based on the diversification of each economy (given the ubiquity 
of the products produced), which tends to decrease through time, while 
the latter is based on the export shares of sophisticated goods, which tends 
to increase through time. Hence, this result indicates an important limita-
tion of ES in comparison with EXPY, which shows that the latter is a 
superior index of economic sophistication.

After analysing the diversification of the economies under investiga-
tion, Table 10.2 turns to the analysis of the shares of core and peripheral 
products in total exports. This table shows that, although the number of 
core products with RCA has been falling in Germany and the United 
Kingdom, the share of these products has increased over the last couple 
of decades, and these countries possess the highest shares in this type of 
good. Indeed, the share of core products in total exports has been 
increased in all the countries. Nonetheless, Finland and the Netherlands 
have presented the highest increases. This suggests that increasing this 
share seems to be more important than diversifying the country’s produc-
tive structure after a certain level of diversification is reached.
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Figure 10.2 shows the relationships between IEXPS, exports and pro-
ductivity for the low-tech and the high-tech sectors. This index can be 
considered the preferred industry sophistication index, given that PS is a 
superior product sophistication index than PRODY, as argued in the pre-
vious section, while EXPY is a superior economic sophistication index 
than ES. Consequently, this chapter’s discussion focuses on the IEXPS 
index, although the results found using the IEXPY index are similar.

As expected, Fig. 10.2 shows that industry sophistication is positively 
correlated with industry exports and productivity. Indeed, as Hausmann 
et al. (2007) have constructed EXPY to serve as a proxy for productivity, 
this is not an unexpected result. Interestingly, however, the relationship 
between industry sophistication and productivity is much stronger for 
high-tech industries than for low-tech industries. This preliminary 
 finding shows that although productivity is positively correlated with 
quality in high-tech industries, this correlation seems to be less important 
in low-tech industries. A possible explanation is that low-tech industries 
rely more heavily on cost- competitiveness. Thus, as cost-competitiveness 
is often associated with specialization, it is not surprising that  productivity 

Table 10.2 Value shares in total exports: core and peripheral products

Period 1986–1989 1990–1994 1995–1999 2000–2006

Peripheral products
Austria 0.35 0.33 0.33 0.31
Denmark 0.56 0.53 0.50 0.47
Finland 0.58 0.52 0.44 0.34
Germany 0.22 0.22 0.20 0.19
The Netherlands 0.52 0.49 0.42 0.34
Spain 0.43 0.34 0.35 0.34
United Kingdom 0.37 0.31 0.28 0.28

Core products
Austria 0.65 0.67 0.67 0.69
Denmark 0.44 0.47 0.50 0.53
Finland 0.42 0.48 0.56 0.66
Germany 0.78 0.78 0.80 0.81
Netherlands 0.48 0.51 0.58 0.66
Spain 0.57 0.66 0.65 0.66
United Kingdom 0.63 0.69 0.72 0.72

Source: Author’s own elaboration
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Fig. 10.2 Sophistication, exports and productivity at the industry level 
(Source: Author’s own elaboration)
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in low-tech industries is only weakly correlated with measures of sophis-
tication, given that the latter are associated with diversification.

3.3  Estimation Method

The relationship between productivity and sophistication was tested fol-
lowing Hausmann et  al. (2007), who estimated the impact of initial 
industry sophistication on subsequent productivity growth. In the tests 
reported in this chapter, product quality is proxied by the industry sophis-
tication index IEXPS. Taking into account the impact of demand growth 
on productivity growth via Verdoorn’s Law (e.g. Romero and Britto 
2017), output growth was introduced as a determinant of productivity 
growth in each industry. Thus, the estimated equation is an expanded 
version of Kaldor-Verdoorn’s Law:

 
TFP G N Y uijt ijt ijt ijt ijt
ˆ ˆln ln= − + + +− −β β β β0 1 1 2 1 3  

(10.16)

where TFP is total factor productivity, N is industry sophistication 
(i.e. IEXPS), Y is value added and G is the technology gap. The circum-
flexes over the variables denote growth rates. TFP growth rates 
(TFP Y K Lˆ ˆ ˆ≡ − + −( )α α� 1 , where α is the share of capital in value 
added) were calculated using the log-level index number approach, which 
is more commonly used in the literature, while capital stocks were divided 
into information and communication technology (ICT) assets and non- 
ICT assets. The technology gap was calculated as the difference between 
the logarithms of domestic and foreign TFPs.3 Data on real value added 
and capital stocks in 1995 US dollars, labour shares and number of hours 
worked by persons engaged in production were used to calculate TFP 
growth rates. Variables in constant 1995 prices were transformed from 
national currencies to 1995 US dollars using industry-specific PPPs from 
the Groningen Growth and Development Centre (GGDC) Productivity 
Level Database (Inklaar and Timmer 2008).

The 13 industries were split into two samples following the OECD 
technological classification (OECD 2003). The first sample, henceforth 
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called low-tech industries, comprises five low-tech industries (Food, 
Textiles, Wood, Paper and Other Manufactures) plus three medium-low- 
tech industries (Plastics, Minerals and Metals). The second sample, 
henceforth called high-tech industries, comprises three medium-high 
industries (chemicals, machinery and transport) plus the high-tech indus-
try (Electrical). The export and import demand functions estimated in 
this chapter follow the specifications proposed by Romero and McCombie 
(2017), which incorporate relative non-price competitiveness into stan-
dard export and import demand functions:4
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where X is exports, M is imports, P is prices, Z is foreign income and N 
is quality (i.e. the product sophistication index IEXPS). Moreover, f 
denotes variables for the foreign economy, and i are industries in j coun-
tries at time t. Quality-adjusted price indexes calculated by Feenstra and 
Romalis (2014) for each SITC category were used to deflate the respec-
tive export and import values. Then, trade data was transformed from 
SITC (Rev. 2) 4-digits to ISIC (Rev. 2) 3-digits using the correspondence 
table developed by Muendler (2009), which is based on the OECD cor-
respondence between SITC and ISIC. This data was then transformed 
into EU KLEMS industries. Import prices were used as proxies for for-
eign prices for each country and industry. Export and import prices in 
the EU KLEMS industries were calculated as weighted averages of the 
quality-adjusted price indexes of each product within each EU KLEMS 
industry.

The System Generalized Method of Moments (GMM) estimator was 
employed to control for fixed effects and simultaneity in the regressions 
reported in this chapter (see Blundell and Bond 2000; Roodman 2009).
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3.4  Estimation Results

Table 10.3 reports estimates of the relationship between changes in 
sophistication and productivity growth. To assess the measures of sophis-
tication calculated in this chapter, Hausmann et al.’s (2007) test of the 
relationship between initial EXPY and subsequent productivity growth 

Table 10.3 Industry sophistication and productivity growth

Dependent 
variable

Growth 
rate of GDP 
per capita

Growth 
rate of 
TFP

Growth 
rate of 
TFP

Growth 
rate of 
TFP

Growth 
rate of TFP

Method OLS SYS-GMM SYS-GMM SYS-GMM SYS-GMM

Sample

Countries
Low-tech 
industries

Low-tech 
industries

High-tech 
industries

High-tech 
industries

(i) (ii) (iii) (iv) (v)

Ln of initial 
technology 
gap

−0.0106*
(0.00436)

Ln of initial 
EXPY

0.0378**
(0.0117)

Lagged 
technology 
gap

0.100 0.00498 −0.0575 −0.0638**
(0.206) (0.0815) (0.0415) (0.0212)

Lagged Ln of 
IEXPS

−0.0318 −0.00314 0.0473++ 0.0471*
(0.0656) (0.0269) (0.0256) (0.0173)

Growth rate of 
value added

0.557* 0.583*
(0.273) (0.240)

Constant −0.239** 0.142 0.0202 −0.165 −0.187*
(0.0768) (0.257) (0.108) (0.112) (0.0666)

N. Observations 102 350 350 105 105
No. Groups 70 70 21 21
No. Instruments/

Lags
6/2–5 10/2–4 4/3 6/4

Arellano-Bond 
AR Test

0.753 0.662 0.653 –

Hansen’s J Test 0.372 0.351 0.534 0.489

Note: The values reported for the tests are p-values. The p-value reported for 
the Arellano-Bond AR Test refers to the first lag used as instrument in the 
regression. The sample ‘All Industries’ comprises 13 goods-producing industries, 
excluding the Fuel and Chemical industries. Significance: ***=0.1%; **=1%; 
*=5%; ++=10%; +=15%

Source: Authors’ elaboration
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(proxied by GDP per capita) was replicated using cross-country 
OLS. The test was regressed using a sample of 102 countries for which 
data is available for all years of the period 1996–2006. The test employed 
the average of each variable during the period investigated. The esti-
mated regression is reported in column (i). The significance and magni-
tude of the estimated coefficients are very similar to the results of 
Hausmann et al. (2007).

In columns (ii) to (v) of Table 10.3, industry-level data is used to esti-
mate the impact of sophistication on productivity growth. Hence, the 
growth rate of GDP per capita is replaced by the growth rate of industry 
TFP, and EXPY is replaced by IEXPS. Moreover, System GMM is now 
utilized. Arellano and Bond’s (1991) AR Test and Hansen’s J Test indicate 
that the instruments are valid at a 5% significance level in all these regres-
sions. Columns (ii) and (iv) of Table 10.3 replicate the specification tested 
in column (i) using samples of low- and high-tech industries, respectively. 
For low-tech industries, none of the variables is significant and sophisti-
cation has a negative sign. For high-tech industries, however, initial 
sophistication is positive and significant, so that the results are similar to 
the estimates of Hausmann et al. (2007).

Finally, in columns (iii) and (v) the growth rate of value added is intro-
duced, and an expanded Kaldor-Verdoorn’s Law is estimated. The results 
of these regressions are similar to the estimates of Romero and Britto 
(2017), suggesting that returns to scale are slightly higher in high-tech 
industries. Nonetheless, while sophistication is positive and significant 
for high-tech industries, the opposite holds for low-tech industries. These 
results indicate once again that sophistication is more important for pro-
ductivity growth in high-tech industries, while it seems to be less relevant 
for low-tech industries. Although not significant, the fact that sophistica-
tion has a negative sign for the latter sample might be due to the fact that 
this variable is calculated based on the importance of diversification. In 
low-tech industries, however, where cost-competitiveness seems to be 
more important, specialization is likely to be more relevant than diversi-
fication. Furthermore, the measure of sophistication used here is not free 
from problems. Hence, these results should be taken with caution.

Table 10.4 reports estimates of export demand functions by techno-
logical sectors. Arellano and Bond’s (1991) AR Test and Hansen’s J Test 
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indicate that the instruments are valid at a 5% significance level in all 
regressions but the one reported in column (iii). Nonetheless, given that 
foreign and domestic sophistication are highly correlated (0.71) in this 
sample, the regressions that include only domestic sophistication present 
the most relevant results.

The elasticities of demand and of domestic sophistication are both 
positive and significant, except for sophistication in column (iv). Focusing 
on the regressions that only include domestic sophistication, it is possible 
to observe that the income and the sophistication elasticities of demand 
are slightly higher for high-tech industries. Most importantly, comparing 
the estimates reported in Table 10.4 with the estimates of simple export 
demand functions presented in columns (i) and (iv), one observes that 
the income elasticities of demand change when sophistication is intro-
duced. This result is consistent with omitted variable bias, as discussed by 
Romero and McCombie (2017). As expected, for high-tech industries, 
the elasticity reduces when domestic sophistication is introduced and its 
effect is removed from the income elasticity, and then increases when 
foreign sophistication is added. These results are similar to the ones found 
by Romero and McCombie (2017). For low-tech industries, however, the 
elasticity increases with the introduction of domestic sophistication 
instead of decreasing.

Table 10.5 reports estimates of import demand functions by techno-
logical sectors. Arellano and Bond’s (1991) AR Test and Hansen’s J Test 
indicate that the instruments are valid at a 5% significance level only in the 
regressions reported in columns (i), (ii) and (iv). Hence, these results must 
be considered with caution. Once again, given that foreign and domestic 
sophistication are highly correlated (0.71) in this sample, the regressions 
that include only domestic sophistication present the most relevant results.

For the import demand functions, the income and the foreign sophis-
tication elasticities of demand are again both positive and significant, 
while domestic sophistication is negative and significant in column (ii), 
as expected, but is positive in column (v). Moreover, the changes in the 
income elasticities observed when measures of sophistication are intro-
duced are not the expected movements. Hence, the results found for the 
import demand functions are not as consistent as the results found for 
the export demand functions.
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A possible explanation for these minor inconsistencies is the fact that 
the measures of sophistication are constructed based on the stringent 
assumption that the sophistication of a given product does not vary 
between countries. If this assumption does not hold, then the measures 
of industry sophistication will not be good measures of industry quality. 
Moreover, the fact that the countries in the sample are all developed 
countries reduced the variance of the measures of industry sophistication, 
given that they depend on the shares of each exported product within 
each industry. This reduces the explanatory power of the variable as well.

4  Summary and Conclusions

The investigation presented in this chapter indicates that changes in 
product sophistication influence productivity, export and import growth. 
This chapter’s tests suggest that productivity growth is associated with 
improvements in industry sophistication. Hence, the findings of the pres-
ent chapter corroborate the findings of Romero and McCombie (2017). 
Nonetheless, the positive impact of industry sophistication on productiv-
ity growth is only significant in high-tech industries. This provides evi-
dence that productivity growth in low-tech industries is to a higher extent 
associated with cost reductions (efficiency) and to a lesser extent associ-
ated with quality improvements, while the opposite holds for high-tech 
industries. However, given the limitations of the  sophistication indexes 
employed, the impact of quality improvements for productivity growth 
in low-tech industries should not be dismissed without further investiga-
tion on the topic. In spite of this, the impact of sophistication on exports 
is positive and significant for both groups of industries. Most impor-
tantly, the impact of sophistication on exports is higher for high-tech 
industries. As for imports the tests provided some evidence that sophisti-
cation has a significant impact on imports as well.

Finally, considering the Kaldorian theoretical background of this chap-
ter, the results further strengthen the longstanding notion that the long-
term path to sustained growth is one of faster growth of exports to sustain 
increases in imports, in which the manufacturing sector plays a central 
role. However, in order to be a sufficient condition, diversification of pro-
duction and exports towards progressively higher-tech, more sophisticated 
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goods, is necessary. This is the important contemporary lesson with wide-
spread policy implications for developed and developing countries alike.

Notes

1. Financial support from the Coordination for the Improvement of Higher 
Education Personnel (CAPES), from  the  Brazilian National Research 
Council (CNPq) and from Fundação de Amparo à Pesquisa do Estado de 
Minas Gerais (FAPEMIG) is gratefully acknowledged. The  usual dis-
claimer applies.

2. The original model was also extended to account for capital flows. See 
Thirlwall and Hussain (1982), Barbosa-Filho (2001), Moreno-Brid 
(2003).

3. See Romero and Britto (2017) for more detailed discussion on the data 
treatment.

4. Capacity constraints are not considered in this chapter’s tests.
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Urban Growth in South Asia: A View 

from Outer Space

Mark Roberts

1  Introduction1

Since the turn of the century, South Asia has added an estimated 130 
million people to its towns and cities, a number equivalent to the entire 
population of Japan.2 In the process, the share of its population that lives 
in officially defined urban areas has grown from 27.3 percent in 2000 to 
30.9 percent in 2011, implying a pace of urbanization that has been on a 
par with that in sub-Saharan Africa.3 However, although South Asia’s 
relatively rapid pace of urbanization over the last decade is well-known, 
less understanding exists of patterns of urban growth both across and 
within the region’s countries. This includes both patterns of physical 
expansion of urban areas—that is, patterns of growth in the spatial foot-
prints or urban extents of towns and cities—and patterns of urban eco-
nomic growth.

To illuminate detailed spatial patterns of urban physical expansion and 
economic growth, this chapter makes use of data on night-time lights for 

M. Roberts (*) 
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the period 1999–2010 which has been remotely collected by satellites 
orbiting the earth. In so doing, the chapter follows Zhou et al. (2015), 
Ellis and Roberts (2016) and Tewari et al. (2017) by building on insights 
from two different but related literatures. First, it builds on literature 
from the remote sensing community which shows that night-time lights 
(NTL) data provides a suitable basis for monitoring dynamics of urban 
physical expansion at a national or regional level (e.g. Zhang and Seto 
2011).4 Second, it builds on recent work from the economics literature 
by Henderson et al. (2011, 2012) which demonstrates the existence of a 
strong positive correlation between the growth in intensity of a country’s 
NTL and its growth rate of real GDP.  Based on this correlation, 
Henderson et al. (op. cit.) argue that the lights data can be used to proxy, 
or otherwise improve the measurement of, real GDP growth in settings 
where GDP data is either of poor quality or entirely unavailable. Notably, 
for our purposes, this includes for towns and cities, for which national 
statistical agencies (even in developed countries) do not typically compile 
and publish GDP data.

In addition to describing patterns of urban growth, this chapter also 
uses the NTL data to explore the link between urbanization and extreme 
poverty, where we define extreme poverty as the share of the local popula-
tion that lives on less than $1.25 per day, based on 2005 Purchasing 
Power Parity (PPP) exchange rates.5 Specifically, we examine whether (i) 
sub-national districts, which have more brightly lit urban centers, have 
lower poverty rates in general, and (ii) poverty rates tend to be lower in 
districts which have better access to brightly lit cities, not just in their 
own district but also in surrounding districts.

The main findings reported in the chapter are as follows:

• For South Asia, overall, there has been a rapid expansion of urban lit 
area, which reflects rapid spatial expansion of towns and cities, over 
the period 1999–2010. Urban lit area has, thus, grown approximately 
twice as fast as the region’s overall urban population, implying that 
urban areas became, on average, less dense.

• There is, nevertheless, considerable heterogeneity across countries in 
the pace at which urban physical expansion occurred. While the pace 
of expansion was extremely rapid in Afghanistan and Bhutan and fast 

 M. Roberts



 271

in India and Sri Lanka, it was much more modest in the other South 
Asian countries.

• South Asia is characterized by a number of agglomerations containing 
multiple cities, each of which has a population in excess of 100,000, 
set within continuously lit belts of urbanization. The number of these 
‘multi-city agglomerations’ increased from 37 in 1999 to 45 in 2010, 
while the overall average number of cities per agglomeration increased 
by almost 25 percent. The growth in the number and sizes of agglom-
erations points to an increasingly connected network of cities.

• Again, however, there is considerable heterogeneity across countries 
with respect to the process of the formation of multi-city agglomera-
tions. Thus, while the process is well under way in India, Pakistan and 
Sri Lanka, Nepal and Bangladesh are at a more incipient stage of this 
process. The process, meanwhile, has yet to start at all in Afghanistan.

• The most notable, and by far the largest, example of a multi-city 
agglomeration is the Delhi-Lahore mega-agglomeration which strad-
dles the international border between India and Pakistan. This agglom-
eration has emerged from the fusing together of the Delhi and Lahore 
agglomerations, which existed independently in 1999. The existence 
of this agglomeration despite the well-known lack of permeability of 
the Indian-Pakistan border suggests more effective regional integration 
could yield potentially large gains from the exploitation of agglomera-
tion economies.

• In general, the fastest rates of urban economic growth during the 
period 1999–2010 were concentrated on the peripheries of the region’s 
major agglomerations, including on the peripheries of the Bangalore, 
Delhi, Hyderabad (India) and Lahore agglomerations.

• Intensive and extensive growth of cities tended to go together—cities 
whose economic activity increased fastest at the core also expanded 
their footprints fastest. This is consistent with the idea that vibrancy at 
the core also pushes growth in cities outwards through increasing land 
and housing prices.

• In some cities, the brightness of NTL at the core has actually dimin-
ished. Furthermore, in a sub-set of these cities with dimming cores, 
there has been some apparent shrinkage of the overall urban lit area. 
Such dimming cities are particularly prominent in Bangladesh, Nepal 
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and Pakistan, which indicates that increased load shedding is likely to 
be an important part of the dimming story. Where this is the case, it is 
suggestive of failing urban infrastructure, which is likely to be corre-
lated with slow urban economic growth.

• For South Asia as a whole, sub-national districts with more brightly lit 
urban centers also experienced lower overall poverty rates. Likewise, 
districts with better access to brightly lit urban areas in neighboring 
districts tended to have lower overall poverty rates. This is suggestive of 
potential spillovers from urban areas both across districts and between 
urban and rural areas within districts. Such spillover effects are stron-
gest in India.

The structure of the remainder of this chapter is as follows. Section 2 
introduces the NTL data that underpins the analysis and discusses the 
methods used to delineate the spatial footprints of urban areas. It also 
examines the correlations between growth rates of GDP and NTL both 
across countries and Indian districts, as a means of helping to justify the 
use of the data to examine patterns of urban economic growth. Section 3 
presents our results on patterns of urban growth, including patterns of 
both physical urban expansion and urban economic growth. Section 4 
explores the link between urbanization and extreme poverty. Section 5 
summarizes and concludes.

2  Data and Methods

2.1  Night-Time Lights Data

The NTL data product that provides the foundation for the analysis in 
this chapter is derived from the processing of the ‘raw’ lights data col-
lected by the United States’ Defense Meteorological Satellite Program’s 
Operational Linescan System (DMSP-OLS) sensors. As the name sug-
gests, the satellites which collect or ‘sense’ the data are, in actual fact, 
weather satellites. Thus, the sensors onboard the satellites were originally 
designed to collect data on clouds illuminated by the moon for purposes 
of making short-term cloud cover forecasts. However, as a fortuitous 
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side-benefit, it came to be realized that the sensors could also detect, pri-
marily artificial, sources of light emanating from the earth’s surface, 
including, most notably, lights from urban areas (Croft 1978; Doll 2008).

The National Centers for Environmental Information Earth 
Observation Group at the US Government’s National Oceanic and 
Atmospheric Administration (NOAA) has produced several NTL 
DMSP-OLS-based products.6 The most commonly used product, and 
that which Henderson et al. (2011, 2012) made use of in their seminal 
work, provides data on the intensity of NTL for pixels which have a reso-
lution of 30 arc seconds, which is approximately 0.86 square kilometers 
at the equator. For a given year, the intensity of NTL for a pixel is mea-
sured as a simple average over all cloud-free nights after the filtering out 
of both sunlit and moonlit data, glare and lighting features from the 
aurora.7 Intensity of NTL is typically recorded between 8:30  pm and 
9:30 pm each night and is measured on an integer Digital Number (DN) 
scale that ranges from 0–63 with larger values being associated with 
greater levels of average luminosity. One problem with this scale is that it 
implies that the NTL data is top-coded such that levels of NTL intensity 
beyond a certain threshold are all reported as 63. This top-coding is a 
consequence of the saturation of the satellite sensors under their normal 
operational settings. While top-coding does not represent a problem with 
respect to the delineation of urban areas, it does with respect to the use of 
NTL data to examine patterns of urban economic growth. This is because 
it prevents the detection of variations in the luminosity of bright urban 
cores of major cities such as Karachi, leading to potential downward bias 
in the estimation of urban economic growth rates, at least for some urban 
areas, using NTL data.

To overcome the top-coding problem, instead of the standard NTL 
product, we make use of the Global Radiance Calibrated Nighttime 
Lights, or, for brevity, rad-cal, product, for which the DN-scale is not 
bounded from above.8 This product is based on experimental alterations 
that were made to the DMSP-OLS satellite sensors to avoid their satura-
tion by bright urban lights. These alterations represent a deviation from 
the normal operational settings of the satellite sensors, which are based 
on their core function of detecting moonlit clouds.9 By using the rad-cal 
product we can more reliably measure variations in NTL growth. Our 
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preference for the rad-cal product is not, however, entirely without cost. 
Whereas the standard NTL product is available for the period 1992–2013, 
the rad-cal product is only available for select years: namely, 1996, 1999, 
2000, 2002, 2004, 2005 and 2010. The sample period on which we 
focus is 1999–2010. Apart from the removal of the top-coding problem, 
the rad-cal data is identical to the standard NTL data. Much of our 
 analysis focuses on the 685 South Asian cities which had a circa 2010 
population greater than 100,000.10,11

2.2  Measuring Urban Expansion

In this chapter, we use NTL data for two inter-related purposes: (1) to 
examine patterns of expansion of the spatial footprints of urban areas; 
and (2) to analyze patterns of urban economic growth. We are able to do 
this by virtue of the fact that, in the data, we observe not just the absence 
or presence of light, but also its intensity. In essence, defining urban areas 
and examining patterns of expansion in urban area involves asking a dif-
ferent question of the data than that required to analyze patterns of urban 
economic growth. Thus, in the former case, we are simply concerned 
with whether we observe levels of NTL intensity consistent with the pres-
ence of built-up urban areas and, beyond that, we are not interested in 
the level of NTL intensity. Meanwhile, in the latter case, we are asking 
how NTL intensity has changed over time.

To delineate urban from rural areas using the NTL data, and, therefore, 
examine patterns of urban expansion, we follow several other recent stud-
ies, including Zhou et  al. (2015), Ellis and Roberts (2016), Harari  
(2016) and Tewari et al. (2017), by making use of a DN threshold (DN )  
such that pixels with DN DN>  are classified as urban and all other pixels 
are classified as rural. As with Zhou et al. (2015) and Ellis and Roberts 
(2016), we select DN = 13  as the dividing line between urban and rural 
areas. Justification for this choice is provided by Fig. 11.1, which shows, 
for South Asia, histograms of observed DN values in areas classified as 
urban (red) and agricultural (blue) in a conventional land-use map for the 
region.12 As can be seen, DN values greater than 13 tend only to be 
observed in urban areas.13
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The use of a constant DN threshold also implies that we are imposing 
a consistent definition of urban areas across all South Asian countries. 
This allows us to overcome the measurement problems associated with 
the use of official national definitions of urban areas. These definitions 
vary across South Asian countries and, more generally, across countries 
globally. Hence, Ellis and Roberts (2016) identify seven criteria that 
usually feature in the official definition of ‘urban’ areas in South Asian 
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Fig. 11.1 DN values greater than 13 only tend to be observed in urban areas 
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On this scale, a DN value of 13 corresponds to 2.57. DN values greater (less) than 
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countries: local government, population, population density, area of set-
tlement, access to services, structure of the local economy and literacy 
rates. However, the countries vary both in the combination of the seven 
criteria they use and in their definitions of them. For example, while 
Nepal uses just one of the criteria (a simple population threshold of 9000 
people), Bangladesh uses five of them. Moreover, within any given coun-
try, officially defined urban areas often fail to accurately capture the 
on-the- ground reality of urbanization. Hence, there is evidence of con-
siderable ‘hidden urbanization’ in South Asia, that is, of the existence of 
a large number of places that possess urban characteristics but which are, 
nevertheless, classified as rural in official statistics (Ellis and Roberts 
2016).

2.3  Measuring Urban Economic Growth14

Turning to the use of the NTL data to measure urban economic growth, 
this is based on the work of Henderson et al. (2011, 2012). In particular, 
it is based on their suggestion that the strong positive linear relationship 
between the growth rate in the intensity of a country’s NTL and its rate 
of growth of real GDP can be used to predict, or otherwise improve the 
measurement of, GDP growth in settings—such as the urban level in 
South Asia—where GDP data is either of poor quality or simply 
unavailable.

As noted above, we are using a slightly different NTL data product (i.e. 
the rad-cal data product) to that used by Henderson et al. (2011, 2012). 
Furthermore, our sample period of 1999–2010 also differs from 
Henderson et al.’s (op. cit.) sample period of 1992–2005. This being the 
case, it is important to verify that the growth of NTL intensity can be 
taken as a reasonable proxy measure of GDP growth for our data set. To 
this end, Fig. 11.2 shows, for our sample period, the correlation between 
the (natural) log change in a country’s level of real GDP and the (natural) 
log change in the intensity of its NTL for both countries of all income 
levels (Fig. 11.2a) and just low- and middle-income countries (Fig. 11.2b). 
In both cases, we find positive linear relationships that are statistically 
significant at the one percent level. As with Henderson et  al. (2011, 
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Fig. 11.2 GDP growth is strongly predicted by the growth of NTL intensity for 
both: (a) a global sample of countries at all income levels and (b) middle- and low- 
income countries (Source: Own construction. Notes: Following Henderson et al., 
GDP is measured in local currency units at constant prices. GDP data is from the 
World Bank’s Development Data Platform (DDP). Middle- and low-income coun-
tries are as identified in DDP. S.E. denotes robust standard error)
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lights for both: (a) SAR countries and (b) Indian districts (excluding outliers) (Source: 
Own construction. Notes: Fig. 11.3a follows Fig. 11.2 in measuring GDP in local cur-
rency units at constant prices. GDP in Fig. 11.3b, which is also measured in constant 
prices, is from the Planning Commission, Government of India. Owing to the lack 
of district GDP data for 1999, the growth rate of GDP is calculated as the natural 
log change between 2000 and 2010. S.E. denotes robust standard error)
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2012) we also find that, even after controlling for growth of electricity 
consumption, the growth in the intensity of a country’s NTL retains 
some independent ability to predict its GDP growth rate.

If we look at just the South Asian countries which provide our focus of 
analysis, then we find that the positive linear relationship between the 
growth of GDP and NTL intensity continues to hold (Fig. 11.3a). The 
relationship is not, however, statistically significant at conventional levels. 
This should come as no surprise given the extremely small sample size 
involved. Once we exclude the outliers of Gadchiroli and Raigard, we do, 
however, find a statistically significant relationship—at the one percent 
level—between GDP growth and NTL intensity growth for (the limited 
sample of ) Indian districts for which GDP data is available for both 1999 
and 2010 (Fig. 11.3b). It is also worth mentioning that when we look at 
the relationship between GDP and lights in (natural log) levels, pooling 
together data for both 1999 and 2010, then we observe this to be very 
strongly statistically significant, both for the SAR countries (slope coef-
ficient  =  1.0904; S.E.  =  0.0763) and Indian districts (slope coeffi-
cient = 0.8397; S.E. = 0.0293).15

Based on the above, we can conclude that the use of the rad-cal NTL 
data product to proxy for rates of economic growth is reasonable for our 
sample period of 1999–2010. Our use of NTL data in this way not only 
follows the suggestion of Henderson et al. (2011, 2012) but also a rapidly 
expanding number of other studies, including Alder (2015), Baum-Snow 
and Turner (2012), Pinkovskiy (2013), Zhou et  al. (2015), Ellis and 
Roberts (2016) and Storeygard (2016).

3  Results

3.1  Rapid Expansion of Urban Lit Area16

Based on the methods described in Sect. 2.2, Fig. 11.4 illustrates a rapid 
growth of urban lit area by showing the expansion of urban footprints 
that occurred between 1999 and 2010, which we treat as being reflective 
of the physical expansion of urban areas. From Table 11.1, urban lit area 
for the region overall grew at a rate of just over five percent per annum 
over the period, increasing from around 173,000 km2 in 1999 to almost 
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Fig. 11.4 The expansion of urban footprints over the period 1999–2010 
(Source: Own construction)

297,300  km2. This is equivalent to urban areas in the region having 
expanded, in aggregate, by an area equivalent to more than 100 times the 
area of New  York City. By contrast, urban population growth for the 
region over the same period was a little less than 2.5 percent per annum.17 
Cities and towns, therefore, grew in area about twice as fast as they grew 
in population. This suggests an overall tendency toward declining average 
urban population densities, which is as we would expect as societies 
become richer and their populations demand more land per person for 
housing. The result that, in South Asia, urban area expanded at roughly 
twice the speed as urban population is consistent with earlier findings, 
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covering the period 1990–2000, by Angel et al. (2011) based on a strati-
fied global sample of 120 cities.

Unsurprisingly, the above overall regional picture largely reflects trends 
in India, whose share of total urban lit area in South Asia in 2010 was 
57.8 percent. From Table 11.1, however, the most rapid rates of expan-
sion in urban area were to be seen in Afghanistan and Bhutan, both of 
which recorded compound annual growth rates which exceeded 13 per-
cent. In both cases, the rate of physical expansion also occurred at a faster 
pace relative to urban population than for the region overall. The country 
which, however, witnessed the fastest expansion of urban lit area relative 
to urban population was Sri Lanka, where the ratio of the growth rate of 
urban area to the growth rate of urban population exceeded seven. This 
occurred because, while Sri Lanka’s total urban lit area grew at a rate close 
to that for the region overall, its urban population growth rate was much 
slower than for the region overall. The rapid expansion of urban area rela-
tive to urban population reflects the sprawl and ribbon development that 
are characteristic of Sri Lanka’s urban development (World Bank 2012; 
Ellis and Roberts 2016).

Table 11.1 Rapid growth of urban land area for the region overall, but with 
 considerable heterogeneity across countries

Country
Total area 
(km2)

Urban area (km2)
Urban growth 
rate (% pa)

1999 2010
Absolute 
change Area Population Ratio

Afghanistan 1,148,830 481 1969 1488 13.67 4.08 3.35
Bangladesh 188,049 3960 4865 905 1.89 2.81 0.67
Bhutan 58,895 38 148 110 13.16 5.19 2.53
India 4,210,083 126,525 236,924 110,399 5.87 2.41 2.44
Nepal 222,527 724 742 18 0.22 3.90 0.06
Pakistan 1,390,494 38,649 47,956 9307 1.98 2.42 0.82
Sri Lanka 66,358 2996 4695 1699 4.17 0.58 7.19
South Asia 7,285,236 173,373 297,299 123,926 5.02 2.47 2.03

Source: Own construction
Notes: Urban population growth rates are based on World Urbanization Prospects: 

2011 Revision data (http://esa.un.org/unup/) and are for the period 2000–2010. 
Both growth rates of urban area and population are calculated as compound 
annual growth rates. Table excludes Maldives which possesses only one significant 
urban area – Malé – whose area corresponds to that of the island of Malé
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In contrast, Pakistan, Bangladesh and Nepal, all experienced much 
more sluggish rates of growth of urban lit area, both in absolute terms 
and relative to the growth of their urban populations. For all three, urban 
population grew faster than overall urban lit area, implying that, in these 
countries, urban areas became more densely populated on average. Nepal 
represents a somewhat extreme case insofar as its overall urban lit area is 
estimated to have remained largely unchanged between 1999 and 2010 
despite its urban population growth rate of 3.90 percent per annum.

3.2  Existence, Emergence and Growth of Multi-city 
Agglomerations

Another notable feature of the results is the existence, emergence and 
growth of multi-city agglomerations, where, following CIESIN (2013), 
Zhou et al. (2015) and Ellis and Roberts (2016), a multi-city agglomera-
tion (or, for brevity, ‘agglomeration’) is defined as a continuously lit belt of 
urbanization consisting of two or more cities with a circa 2010 population 
greater than 100,000. In 1999, Table 11.2 shows that there existed 37 
such agglomerations. Out of these 37 agglomerations, 35 were in either 
India or Pakistan with the remaining two agglomerations of Kathmandu 
and Colombo being in Nepal and Sri Lanka, respectively. By contrast, 
agglomerations were noticeably absent from the urban landscapes of the 

Table 11.2 Existence and emergence of multi-city agglomerations, 1999–2010

Countries

No. of 
agglomerations

No. of cities in 
agglomeration Area (km2)

1999 2010

1999 2010

1999 2010
Growth 
(% pa)Mean Max. Mean Max.

India 23 30 4.09 17 4.73 38 22,240 75,499 11.75
Pakistan 12 10 4.00 10 6.50 29 1536 2558 4.75
Bangladesh – 2 – – 2.00 2 – 1340 –
Sri Lanka 1 2 5.00 5 3.50 5 182 205 1.09
Nepal 1 1 2.00 2 2.00 2 12,969 12,495 −0.34
South Asia 37 45 3.92 17 4.89 38 36,927 92,097 8.66

Source: Own construction
Notes: Afghanistan, Bhutan and Maldives are not included in the table because 

they had no agglomerations in either 1999 or 2010
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remaining South Asian countries, including, perhaps surprisingly given 
the country’s large overall urban population and high population density, 
from Bangladesh’s urban landscape. The average number of cities per 
agglomeration was 3.92 with the largest agglomeration being Kolkata 
(India, 17 cities) followed by Delhi (India, 15 cities).18

The rapid expansion of urban lit area over the period 1999–2010 
brought with it not only a net increase in the overall number of agglom-
erations to 45 but also in the average number of cities per agglomeration 
to 4.89.19 India added seven agglomerations over the period, while Sri 
Lanka witnessed the emergence of the Galle agglomeration to add to the 
pre-existing agglomeration of Colombo. Bangladesh also experienced the 
birth of its first two agglomerations; the Dhaka agglomeration, which 
consists of Dhaka and Rupganj, and the Brahmanbaria agglomeration, 
which includes Bhairab in addition to Brahmanbaria. Pakistan, on the 
other hand, witnessed a net decline in the number of agglomerations 
from 12 to 10. This occurred as a consequence of the birth of new agglom-
erations being outpaced by the merging together of pre-existing agglom-
erations. Most notably, the Lahore agglomeration expanded to absorb the 
agglomerations of Chiniot, Gujranwala, Gujrat, Lalamusa and Sialkot. 
This merging together of agglomerations helps to explain the large 
increase in the average number of cities per agglomeration in Pakistan 
from four in 1999 to 6.50 in 2010, thereby making Pakistani agglomera-
tions, on average, the largest in the region, at least on this criterion.

An example of the birth of a new agglomeration is provided by the 
Coimbatore agglomeration. In 1999, Coimbatore existed as a ‘single 
city’, that is, as a city with its own separately identifiable urban lit foot-
print. However, by 2010, urban expansion meant that Coimbatore’s 
footprint had come to be indistinguishable from those of the nearby cit-
ies of Bhavani, Erode, Salem and Tiruppur, thereby making for one large 
multi-city agglomeration consisting of five cities with a combined popu-
lation of 8.8 million (Fig. 11.5).20

Meanwhile, the most striking example of two or more agglomerations 
merging is the fusing together of the Delhi and Lahore agglomerations to 
form one enormous continuously lit belt of urbanization containing an 
estimated population of 73.4 million (Fig. 11.6). This mega- agglomeration 
stretches from Palwal, which is located to the south of Delhi, all the way 
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to Kharian in the Pakistan province of Punjab. The formation of the Delhi-
Lahore agglomeration resembles the emergence of cross-border mega-
agglomerations of economic activity in more developed regions of the 
world—for example, the formation of Europe’s ‘Hot Banana’ (so- called 
because the area it covers has the rough shape of a banana) which reaches 

Fig. 11.6 The fusing of the Delhi-Lahore agglomerations across India and 
Pakistan (Source: CIESIN (2013))
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from London in the UK to Milan in Italy.21 What is notable, however, is 
that while the ‘Hot Banana’ is located in arguably the most highly inte-
grated region in the world, the Delhi-Lahore mega- agglomeration has 
formed across one of the world’s least permeable borders.

The birth of new agglomerations such as Coimbatore and the forma-
tion of the Delhi-Lahore mega-agglomeration points to an increasingly 
connected network of South Asian cities. In this sense, South Asia’s urban 
landscape is following the same development path as that earlier traversed 
by the now developed regions of the world. The existence, emergence and 
growth of multi-city agglomerations are also notable because they repre-
sent expanded metropolitan areas in which the provision of infrastructure 
and basic urban services is often the responsibility of many different local 
governments. As such, compared to smaller towns or cities, these areas 
face more complicated governance challenges resulting from the difficul-
ties of coordinating infrastructure and service delivery across local gov-
ernment jurisdictions. In the absence of appropriate institutions, these 
difficulties can contribute to inefficient outcomes in terms of infrastruc-
ture and basic urban service delivery with potentially negative effects for 
productivity (Ahrend et al. 2014).

3.3  Patterns of Urban Economic Growth

Turning from patterns of urban physical expansion to patterns of urban 
economic growth, we can reasonably treat the rate of growth in an urban 
area’s total NTL intensity as a proxy measure of its rate of GDP growth. 
This follows from the strong linear relationships between the growth of 
NTL intensity and GDP at higher levels of spatial aggregation (i.e. at 
both the cross-country level and the level of Indian districts) that we 
documented in Sect. 2.3. These relationships suggest that an urban area’s 
growth rate of GDP will be directly proportional to the growth in its 
NTL intensity.

Figure 11.7 shows the annualized NTL growth rates within the foot-
prints of all South Asian cities and agglomerations whose physical expan-
sion we have analyzed in the previous two sub-sections.22 Visual inspection 
of this figure suggests that the fastest rates of urban economic growth over 
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the period 1999–2010 tended to be concentrated on the peripheries of 
the region’s major agglomerations. Hence, we see growth rates of NTL 
intensity greater than 15 percent in, for example, selected parts of the 
peripheries of the Bangalore, Delhi and Hyderabad agglomerations in 
India, and the Lahore agglomeration in Pakistan. We can see this more 
clearly in Fig. 11.8. Thus, for the Bangalore agglomeration, the fastest 
rates of growth are clearly observed in a circular area surrounding the core 
city of Bangalore that includes the cities of Dasarahalli and Mahadevapura. 
A similar pattern exists for the Hyderabad agglomeration, while, for the 

Fig. 11.7 Urban economic growth has been most rapid on the peripheries of 
major agglomerations (Source: Own construction)
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Delhi agglomeration, the fastest growth rates are generally to be seen to 
the southeast of Delhi in and around Greater Noida and to the north and 
south of Bhiwadi. Finally, for the Lahore agglomeration, we observe a 
hotspot of very fast growth to the southwest between Lahore and Bhai 
Pheru.23

3.4  Intensive Versus Extensive Growth of Cities 
and Agglomerations

From Figs. 11.7 and 11.8 it is clear that both agglomerations and cities 
across South Asia have not only differed in their rates of economic growth 
over the period 1999–2010 but also in terms of their patterns of growth. 
An interesting contrast in this respect is that between, for example, the 
Bangalore and Lahore agglomerations. For the Bangalore agglomeration, 
growth of NTL intensity in the periphery was accompanied by, albeit 
slower, growth of NTL intensity in the center. By contrast, for the Lahore 
agglomeration, the general growth in NTL intensity around the city of 
Lahore went together with a clear dimming of lights in the immediate 
vicinity of Lahore.24

Figure 11.9 examines this issue of different patterns of growth at a 
more general level for ‘single cities’, that is, for cities that were not part of 
an agglomeration in either 1999 or 2010. In doing so, it makes a distinc-
tion between two types of growth that a city can experience: (a) extensive 
growth, which is defined as growth in a city’s urban lit footprint between 
1999 and 2010, and (b) intensive growth, defined as growth in the inten-
sity of a city’s lights within its 1999 footprint over the period 1999–2010. 
The first thing that is evident from Fig. 11.9 is that there is a clear posi-
tive, and strongly statistically significant, relationship between intensive 
growth and extensive growth. The cities which experienced the fastest 
growth in NTL intensity within their 1999 footprints also tended to be 
the ones that increased most rapidly in area. This is consistent with the 
idea that fast economic growth within a city generates congestion pres-
sures in, for example, land and property markets, which, by bidding up 
prices, then serves to also encourage growth in the periphery by creating 
incentives for firms and households to relocate.
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A second notable point to arise from Fig. 11.9 is that there are three 
different types of single city in evidence in terms of patterns of intensive 
versus extensive lights growth. The first type of city is thriving cities; these 
are cities which fall in the top right-hand quadrant of Fig. 11.9. Such cit-
ies have experienced both positive intensive and extensive growth of 
night-time lights. 55 percent of the cities in Fig. 11.9 fall into this cate-
gory. Meanwhile, the second type is what we may think of as ‘donut’ cities; 
these are cities which, while they have experienced positive extensive 
growth, have also seen a dimming of lights within their 1999 footprints 
(31.5 percent of cities). As such, these cities, which appear in the top left- 
hand quadrant of Fig. 11.9, appear to be experiencing a relative hollowing 

Slope coefficient = 70.3875, S.E. = 3.4115
R^2 = 0.460
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Fig. 11.9 Scatterplot of extensive growth versus intensive growth, single cities 
(Source: Own construction. Notes: Cities are excluded as outliers if they have abso-
lute DFFITS values that exceed the critical value of 0.087 where the critical value 
is given as 2√k/n where k, the number of regression coefficients, equals 2 and n, 
the number of observations, equals 524)
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out of economic activity at their centers. Finally, we have dimming cities, 
which have not only experienced a dimming of lights within their origi-
nal footprints but also shrinkage of their footprints (11.8 percent of cit-
ies). These cities fall in the bottom left-hand quadrant of Fig. 11.9.25

The breakdown of types of single city for the different countries is 
shown in Table 11.3. We see that thriving cities are dominant in Bhutan, 
Sri Lanka, Afghanistan and, to a lesser extent, India. Afghanistan, India 
and Sri Lanka also have some donut cities. These are not as evident as in 
Bangladesh and, especially, Pakistan though. All countries, with the 
exceptions of Afghanistan and Sri Lanka, also have some dimming cities. 
However, such cities are a particularly notable feature of the urban land-
scapes of Pakistan, Bangladesh and Nepal.

The shrinkage of footprints witnessed for dimming cities is a result of 
NTL intensity falling below the DN  =  13 threshold which we use to 
delineate urban areas. While it is hard to believe that cities have actually 
shrunk in terms of their physical size, and in this sense the appearance of 
shrinkage should be considered an artifact of the methods used, the gen-
eral dimming of lights that has occurred in these cities is suggestive of 
slower relative economic growth compared to both thriving and ‘donut’ 
cities.26 Given that dimming cities are most evident in Bangladesh, 
Pakistan and Nepal—together, these countries account for 43 out of the 

Table 11.3 Breakdown of types of single city growth across countries

Country Thriving ‘Donut’ Dimming

Afghanistan 75.00 25.00 0.00
Bangladesh 7.14 46.43 46.43
Bhutan 100.00 0.00 0.00
India 69.11 23.58 5.69
Nepal 0.00 20.00 80.00
Pakistan 10.47 61.63 27.91
Sri Lanka 85.71 14.29 0.00
South Asia 54.98 31.47 11.81

Source: Own construction
Notes: Maldives has been excluded from the table because the only city from 

Maldives in the sample, Malé, does not fall into any of the three categories 
owing to the absence of any growth in its urban lit footprint between 1999 
and 2010. Percentages for both India and South Asia overall do not add up to 
100 because of the existence of one city that does not belong to any of the 
three ‘types’ (see footnote 25 on this point)
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65 dimming cities shown in Fig. 11.9;27 it seems likely that increased load 
shedding, resulting in power blackouts, is an important part of the story 
behind why we observe such cities. In cities where dimming is being 
driven by increased load shedding, this is suggestive of crumbling infra-
structure, which, in turn, can be expected to contribute to slower relative 
economic growth. Failing infrastructure is, furthermore, likely to be cor-
related with other factors, such as poor urban governance and manage-
ment, which contribute to slow growth.28

4  Urban Lights and Extreme Poverty

We finish our analysis by exploiting the NTL data to provide insights 
into the relationship between urbanization and extreme poverty across a 
comprehensive sample of South Asian districts.29 This sample covers all 
South Asian countries with the exceptions of Afghanistan and the 
Maldives, for which we lack sub-national poverty data. We define extreme 
poverty as the proportion of a locality’s population which lives on less 
than $1.25 per day (based on 2005 PPP exchange rates). The importance 
of this analysis is underscored by the fact that while South Asia has made 
tremendous progress in reducing the overall share of the population that 
lives in extreme poverty since 1999, around one-in-three people contin-
ued to live below the $1.25 per day global poverty line as of 2010 (Ellis 
and Roberts 2016).

Table 11.4 shows, first of all, that, for the region as a whole, there is a 
strong negative relationship between the overall intensity of urban NTL 
within a district and the proportion of its population that lives in extreme 
poverty. In other words, districts that, holding everything else constant, 
either have a greater proportion of their land dedicated to urban uses or 
have more vibrant urban centers also tend to have lower rates of extreme 
poverty. Although this is just a correlation, it is consistent with the idea 
that urban growth brings with it general benefits of poverty reduction. 
There are several mechanisms through which this may occur, including 
positive spillover effects from urban centers—which may, for example, 
be stimulated through trade or rural-urban migration flows—to sur-
rounding rural regions within a district, implying that urban growth 
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helps to generate rural poverty reduction within a district (Cali and 
Menon 2012).

Meanwhile, Table  11.4 also suggests that there exists a significant, 
although not quite as strong, negative relationship between a gravity 
measure of urban NTL intensity and a district’s rate of extreme poverty. 
For any given district i, the gravity measure of urban NTL is given by 

j

N

j ijd
=
∑( )

1

2NTL / , where NTLj denotes the overall intensity of NTL in 

areas within district j that are classified as urban (i.e. in areas where 
DN > 13) and dij the distance between the centroids of districts i and j. 
This basically measures a district’s proximity to brightly lit urban centers, 
including urban centers outside of the district. Hence, a district will tend 
to score highly on this gravity measure if: (a) the district itself is home to 
brightly lit urban centers; and/or (b) it neighbors districts with brightly 
lit urban centers. The fact that districts which perform well on the gravity 
measure tend to enjoy lower rates of extreme poverty is consistent with 
the idea that vibrant cities generate poverty reduction benefits which 

Table 11.4 Rates of extreme poverty are lower in districts with more brightly lit 
urban areas and which have better access to other districts with brightly lit urban 
areas

Dependent variable SAR SAR SAR

Poverty rate (1) (2) (3)

ln(DN/Area) −0.0206*** −0.0183***
(0.0029) (0.0030)

ln(Gravity) −0.0428*** −0.0212*
(0.0114) (0.0116)

Constant −0.0199 −0.5468** −0.2895
(0.1500) (0.2122) (0.2109)

n 692 692 692
R2 0.546 0.520 0.546
Adj. R2 0.515 0.491 0.517
F 17.6848 17.6330 19.0475
Prob>F 0.0000 0.0000 0.0000

Source: Own construction
Notes: *** significant at one percent level; ** significant at five percent level;  

* significant at ten percent level; F is the test statistic for an F-test of the joint 
significance of all explanatory variables with Prob > F being the corresponding 
p-value. In all columns, admin. level-one fixed effect as well as country fixed 
effect have been controlled
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spillover not only to rural areas within the district but also to neighboring 
districts.30 It is also consistent with the idea that improving connectivity 
and, hence, effectively, reducing distance between cities across districts 
through investments in transport infrastructure can have important pov-
erty alleviating impacts. Crucially, the gravity measure of urban lights 
retains its significant negative relationship with extreme poverty even 
after controlling for the overall NTL intensity of a district’s own urban 
centers, as well as vice versa (Column (3) in Table 11.4)).

Table 11.5 shows that the above regional results on the relationship 
between urbanization and extreme poverty are primarily driven by India 
which dominates the sample of districts (589 of the 692 sample of dis-
tricts are in India). For Nepal and Pakistan, we also tend to find that 
district poverty rates are negatively correlated with both the overall inten-
sity of a district’s own NTL and the gravity measure of urban lights with 
some evidence of statistical significance.31 By contrast, for Bangladesh, 
Bhutan and Sri Lanka, these variables appear to be of little importance in 

Table 11.5 Heterogeneity across countries in the relationship between urbaniza-
tion and extreme poverty

Dependent 
variable BGD BTN IND NPL NPL PAK LKA

Poverty 
rate (1) (2) (3) (4) (5) (6) (7)

ln(DN/Area) 0.0044 −0.0058 −0.0212*** −0.0145** – −0.0148* −0.0007
(0.0094) (0.0050) (0.0036) (0.0066) (0.0086) (0.0034)

ln(Gravity) 0.0384 −0.0021 −0.0374** – −0.0543* – −0.0076
(0.0399) (0.0056) (0.0160) (0.0277) (0.0066)

Constant 0.9032* −0.0272 −0.5025* 0.1854*** −0.5283 0.0609 −0.0390
(0.4804) (0.0817) (0.2587) (0.0425) (0.4043) (0.0654) (0.0742)

n 23 16 589 14 14 28 22
R2 0.052 0.128 0.462 0.290 0.243 0.365 0.084
Adj. R2 −0.042 −0.006 0.427 0.231 0.180 0.221 −0.012
F 0.5531 0.9516 13.1716 4.8942 3.8551 2.5324 0.8739
Prob>F 0. 5837 0.4114 0.0000 0.0471 0.0732 0.0590 0.4334

Source: Own construction
Notes: *** significant at one percent level; ** significant at five percent level;  

* significant at ten percent level; F is the test statistic for an F-test of the joint 
significance of all explanatory variables with Prob > F being the corresponding 
p-value. Admin level-one fixed effect have been controlled for India and 
Pakistan
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explaining variations in extreme poverty across districts. In the cases of 
Bhutan and Sri Lanka this may be because, as documented by the World 
Bank (2015) and Ellis and Roberts (2016), rates of extreme poverty are 
much more spatially uniform across districts.

5  Summary and Conclusions

This chapter has made use of night-time lights data that has been remotely 
collected by satellites orbiting the earth to examine both detailed spatial 
patterns of urban physical expansion and economic growth across the 
South Asia region over the period 1999–2010. In doing so, it has shown 
that the overall pace of expansion of cities, in terms of their spatial foot-
prints or extents, has been extremely rapid, occurring at roughly twice the 
rate of urban population growth. Accompanying this, there has been the 
increasing emergence of multi-city agglomerations within continuously 
lit belts of urbanization, including the emergence of a Delhi-Lahore 
mega-agglomeration that straddles the Indian-Pakistan border. Rates of 
urban economic growth in the region, furthermore, appear to have been 
fastest on the peripheries of the most important of these agglomerations. 
Greater Noida, for example, stands out as having experienced very fast 
economic growth. More generally, while intensive growth of cities is 
clearly positively correlated with extensive growth, meaning that the cit-
ies which are growing fastest at their cores are also the ones that are tend-
ing to expand outward most rapidly, there is also evidence of different 
patterns of intensive and extensive growth across cities.

However, while the above describes the overall regional picture, there 
are also clearly important differences in dynamics across countries. The 
rapid rates of expansion of overall urban lit area witnessed in Afghanistan, 
Bhutan and, to a lesser extent, India and Sri Lanka can, therefore, be 
contrasted with the relatively much more sluggish rates seen in Bangladesh, 
Pakistan and, especially, Nepal. Likewise, while the process of formation 
of multi-city agglomerations is well under way in India, Pakistan and 
(taking account of its much smaller population size) Sri Lanka, both 
Bangladesh and Nepal are at a much more incipient stage of this process. 
The process, meanwhile, has yet to start at all in Afghanistan.
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The above results have important implications for policy. For example, 
the increasing emergence of large multi-city agglomerations presents 
opportunities for the exploitation of static and dynamic agglomeration 
economies which can help to drive growth in productivity and, therefore, 
economic development. At the same time, however, realizing these 
opportunities will require a need for improved metropolitan governance 
and mechanisms for horizontal coordination between different 
municipalities.

Notes

1. This chapter is based on  research that was  originally conducted 
for the World Bank’s Flagship Report Leveraging Urbanization in South 
Asia: Managing Spatial Transformation for Prosperity and Livability (Ellis 
and Roberts 2016). The author thanks both Peter Ellis and Ming Zhang 
for  their feedback in  performing this research. He  also thanks both 
Benjamin Stewart and Katie McWilliams for the invaluable GIS support 
that they provided and  also Jane Park and  Eshrat Waris for  excellent 
research assistance. The  findings, interpretations and  conclusions 
expressed in this chapter are entirely those of the author. They do not 
necessarily represent the  views of  the  International Bank 
for  Reconstruction and  Development/World Bank and  its affiliated 
organizations, or those of the Executive Directors of the World Bank or 
the governments they represent.

2. The urban population and share figures referred to in this paragraph are 
based on World Urbanization Prospects: 2011 Revision data (https://esa.
un.org/unpd/wup/). In this chapter, we follow the World Bank as 
defining South Asia as consisting of the following eight countries: 
Afghanistan, Bangladesh, Bhutan, India, Maldives, Nepal, Pakistan and 
Sri Lanka.

3. Official definitions of urban areas differ across South Asian countries 
and, indeed, across countries globally. This means that comparisons of 
the pace of urban growth or urbanization across countries and regions 
based on official data need to be treated with caution (World Bank 2008; 
Ellis and Roberts 2016). One advantage of the data and methods that we 
use in this chapter is that they allow for the consistent definition of 
urban areas across countries.
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4. More accurate results on patterns of urban physical expansion can be 
derived using higher-resolution satellite imagery (e.g. MODIS or 
LandSat imagery). However, the increased accuracy comes at a greater 
cost in terms of processing time, and these sources of imagery cannot be 
used to analyze patterns of urban economic growth.

5. $1.25 per day was the World Bank’s global poverty line until the year 
2015. The global poverty line is currently defined by a consumption 
threshold at $1.90, using the 2011 PPP exchange rates.

6. NOAA also provides NTL products derived from the Visible Infrared 
Imaging Radiometer Suite (VIIRS) instrument that was launched 
onboard the Suomi National Polar-Orbiting Partnership satellite in 
2011. While this data is of higher resolution than the NTL data that we 
use in this chapter, it only has a limited temporal coverage and is, there-
fore, not suitable for the study of urban growth dynamics over the 
medium to long run.

7. See https://ngdc.noaa.gov/eog/gcv4_readme.txt.
8. The latest version of this product is available for download from http://

ngdc.noaa.gov/eog/dmsp/download _radcal.html. The analysis reported 
in this chapter is based on an earlier (pre-general release) version of this 
product that was supplied by NOAA’s National Centers for Environmental 
Information Earth Observation Group.

9. For a short technical discussion, see http://ngdc.noaa.gov/eog/dmsp/
download_radcal.html.

10. Some additional cities, most notably, the secondary Sri Lankan cities of 
Anuradhapura, Galle, Batticaloa, Matara and Kurunegala, were also 
included in the sample despite not meeting this population criterion on 
the basis that they were considered to be important to understanding Sri 
Lanka’s urbanization process.

11. These cities had a combined 2010 population of approximately 270.6 
million, which equated to 54 percent of South Asia’s overall urban popu-
lation. This, however, probably considerably underestimates the share of 
South Asia’s total urban population covered by our analysis. This is 
because the urban footprints that we define for the cities probably also 
include smaller urban settlements. A full list of cities in the sample, along 
with their circa 2010 populations, is available on request.

12. The land-use map used is the European Space Agency’s GlobCover 2009 
map, which can be downloaded from http://due.esrin.esa.int/globcover/. 
Zhou et al. (2015) report similar results based instead on the comparison 
of NTL data with a MODIS land-cover map.
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13. Small et al. (2011) find that a threshold around DN = 13 results in a 
plausible estimate of the exponent of the power law for rank-size distri-
butions of cities.

14. The full regression results discussed in this sub-section are available upon 
request from the chapter author.

15. These pooled regressions take the form ln(GDPi, t) = α + βDt = 2010 + γ ln 
(DNi, t) + εi, t where the subscripts i and t denote the country or district and 
year respectively. Dt = 2010 is a dummy variable that takes on the value 1 if 
t = 2010 and zero if t = 1999. The standard errors (SE) reported are robust 
standard errors. Regressions were also estimated that included an interac-
tion term between Dt = 2010 and ln(DNi, t). For both the samples of South 
Asian countries and Indian districts, the estimated coefficient on this inter-
action term was found to be small and not statistically significant.

16. The results reported in this sub-section partly draw on CIESIN (2013).
17. One caveat to be kept in mind when considering this result is that the 

growth rate for urban population is calculated using World Urbanization 
Prospects, 2011 Revision, data, which is based on official national defini-
tions of urban areas. To the extent that these definitions tend to under-
estimate the sizes of urban areas, they will also tend to underestimate 
urban population. This will lead to biased estimates of urban population 
growth rates if the degree of underestimation has changed over time.

18. We name an agglomeration after the most populated city which falls 
within its area.

19. To be noted, however, is that, in both 1999 and 2010, the distribution 
of the number of cities per agglomeration is heavily right skewed. Thus, 
17 out of 37 agglomerations in 1999 consisted of just two cities. In 
2010, 22 out of 45 consisted of just two cities.

20. This estimate of the Coimbatore agglomeration’s population was arrived 
at by using GIS techniques to layer Coimbatore’s urban footprint with 
gridded population data for 2011 taken from LandScan (http://web.
ornl.gov/sci/landscan). The same methods were used to arrive at the esti-
mate of the population of the Delhi-Lahore agglomeration that is 
reported in the next paragraph.

21. The geographical area of the ‘Hot Banana’ covers South East England, 
the Netherlands, Belgium, the Ile de France, the Ruhr area, South East 
France, Southern Germany and Northern Italy.

22. More precisely, the figure shows the (natural) log change in DN values at 
the pixel level over the period 1999–2010 normalized by the length of 
the sample period.
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23. The figure for Lahore also highlights the fast growth that has been occur-
ring to the south of Rawalpindi.

24. There is also some evidence of dimming lights on the extreme periphery 
of the Lahore agglomeration.

25. Figure 11.9 also implies the potential existence of a fourth type of single 
city: namely, the seemingly paradoxical ‘shrinking, but thriving city’ that 
has experienced negative extensive growth, but positive intensive growth. 
We would expect such cities to fall into the bottom right-hand quadrant 
of Fig. 11.9. As can be seen, there is only one city that (just) falls into 
this category. However, given that both its rates of extensive and inten-
sive growth are very close to zero, it is perhaps better characterized as a 
‘stagnant’ city.

26. An important point to note is that dimming lights do not necessarily 
imply absolute economic decline. This follows from Figs. 11.2 and 11.3. 
In particular, in these figures, we see that the estimated cross-country 
relationships between the growth of GDP and the growth of lights all 
have positive intercept values. The corollary of this is that, even when the 
growth of lights is negative, the rate of GDP growth is likely to be posi-
tive. For middle- and low-income countries, for example, negative GDP 
growth will only be observed if Δln(DN) < 1.26.

27. India accounts for the remaining 22 dimming cities.
28. In addition to their heavy presence in Bangladesh, Nepal and Pakistan, 

dimming cities were also, on average, both smaller and less bright to begin 
with than both thriving and donut cities. Hence, in 1999, the mean size 
of a dimming city’s urban footprint was 66.33 km2 compared to 83.89 km2 
for donut  cities and 111.03  km2 for thriving cities. Meanwhile, mean 
1999 NTL intensity values (i.e. DN values in natural logs) were 4.19, 
4.24 and 4.25 for dimming, donut and thriving cities, respectively.

29. We define districts as the second tier of sub-national administrative units 
across the sample countries.

30. This is consistent with so-called ‘New Economic Geography’ theory, 
which implies the existence of a positive sub-national relationship 
between wages and levels of firm access to both final and intermediate 
goods markets (Fujita et al. 1999).

31. For both Nepal and Pakistan, both ln(DN/Area) and ln(Gravity) are 
statistically insignificant when included in regressions together. This is 
likely because the small number of observations for these two countries, 
14 for Nepal and 28 for Pakistan, prevents the data from disentangling 
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the influence of these two variables. For Bangladesh, Bhutan and Sri 
Lanka, ln(DN/Area) and ln(Gravity) are always insignificant (with esti-
mated coefficients close to zero) irrespective if they are included in the 
regressions jointly or separately.
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Production Functions, the Kaldor- 
Verdoorn Law and Methodology

Marc Lavoie

1  Introduction

I first met John McCombie in December 1983. I was then visiting my 
father who was the general consul of Canada in Melbourne. I had 
written to Robert Dixon about a paper of his in the Journal of Post 
Keynesian Economics, and had told him that I would be in Melbourne 
around Christmas. Dixon invited me to meet him and to have lunch 
at the University of Melbourne. John McCombie then had a position 
there, and so he joined us at lunch, and so did Geoffrey Harcourt who 
happened to be in Melbourne at the time. The only thing I remember 
is a brief after-lunch discussion with John McCombie about whether 
the Kaldor-Verdoorn law could also be subjected to the critique of the 
neoclassical production function that Anwar Shaikh (1974) had 

M. Lavoie (*) 
University Sorbonne Paris Cité, Paris, France 

University of Paris 13 (CEPN), Paris, France



304

made, on the basis of its analogy with the national accounts. 
McCombie at the time had just published a few papers on the Kaldor-
Verdoorn law, and I was using Shaikh’s paper in my class on growth 
theory, so I was curious to know his feeling about this. I do not recol-
lect what his reply was, but McCombie does not seem to recall this 
conversation either because he has written that he discovered the arti-
cle of Shaikh by pure luck, ‘almost by serendipity’ (Felipe and 
McCombie 2013, p. 11).

I have met John McCombie many times since, in particular when 
he invited me to participate in a conference on open-economy macro-
economics which was held in 2002 at Emmanuel College, at the 
University of Cambridge, where I presented a stock-flow consistent 
model of the Eurozone (Lavoie 2003). One of our recent encounters 
was at the 2013 Berlin post-Keynesian summer school, where 
McCombie was asked to do a lecture on open-economy macroeco-
nomics and the balance-of- payment constraint, and to present the 
main features of his new book on the critique of the neoclassical aggre-
gate production function (Felipe and McCombie 2013). There 
Eckhard Hein and I had the pleasure of interviewing him for the 
European Journal of Economics and Economic Policies (Hein and Lavoie 
2015). And even more recently, John was kind enough to do a long 
review of my latest book (McCombie 2015).

McCombie is mostly known for his articles on the balance-of-payment 
constraint, his critiques of the neoclassical aggregate production function 
and his work on the Kaldor-Verdoorn law. He has also done some incur-
sions into methodology. In what follows, I will skip the first topic and 
start with a discussion of the neoclassical aggregate production function. 
The next section will be devoted to the question that I had put to 
McCombie in December 1983, that is, whether the critique of the neo-
classical production function has any relevance for a possible critique of 
the Kaldor-Verdoorn law. In the final section I will deal with some meth-
odological issues, mostly associated with the difficulties of making 
changes in macroeconomic theory.
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2  Neoclassical Aggregate Production 
Functions

2.1  Anwar Shaikh’s HUMBUG Data

McCombie (1987) published his first paper critiquing the empirics of 
the neoclassical production function in 1987, going over the critiques 
made by Shaikh and Herbert Simon. It is also in 1987 that I published 
my first book, in French, on the capital controversies and growth theory 
(Lavoie 1987). Early on in my career, I was fascinated by Anwar Shaikh’s 
(1974, 1980) HUMBUG critiques of the neoclassical production func-
tion. These appeared in my chapter on the neoclassical response to the 
Cambridge capital controversies.1 One of these responses, besides the 
recourse to general equilibrium theory or to temporary equilibrium, or 
the refusal, plain and simple, to acknowledge the existence and impact of 
the capital controversies, was the recourse to empirics. Several neoclassi-
cal authors at the time had insisted that the numerous empirical successes 
of neoclassical production functions such as the Cobb-Douglas produc-
tion function or the constant-elasticity-of-substitution (CES) produc-
tion function had demonstrated that the Cambridge capital controversies, 
with their associated rejection of the principle of relative scarcity due to 
the possible presence of reswitching and capital reversing, were of no 
practical significance.

There is the well-known cri-du-coeur of Charles Ferguson, who wrote 
that the validity of neoclassical theory was depending on econometric or 
empirical arguments rather than theoretical ones and hence that he had 
faith (Carter 2011). But others made the same pledge. Here I mention 
just a few additional examples, from authors that were well-known at the 
time of the Cambridge capital controversies. Sato (1974, p. 383) thought 
that neoclassical theory could be vindicated by having recourse to empiri-
cal analysis, in particular the estimation of CES functions. Jorgenson 
(1974) also argued that the CES production function seemed to be most 
appropriate when its constant elasticity was close to unity, that is, when 
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it was no different or little different from the Cobb-Douglas production 
function. Similarly Bronfenbrenner (1971, p. 474) argued that the the-
ory of distribution based on marginal productivity was vindicated by the 
numerous empirical successes in all fields of the Cobb-Douglas produc-
tion function.

Thus, Shaikh’s demonstration, that the empirical successes and good 
statistical fits of the aggregate Cobb-Douglas production function were 
due to the fact that the algebraic representation of such a production 
function was no different from a mathematical transformation of the 
national accounts identity, should have given a halt to this instrumental 
defence of neoclassical theory. But of course, retrospectively, we know 
that it did not. In Lavoie (1987, p.  116), I also recalled that Herbert 
Simon (1979), in his acceptance speech for the Bank of Sweden prize in 
economic sciences in memory of Alfred Nobel, had himself underlined 
this tight link between neoclassical production functions and the account-
ing identities, demonstrating this in particular for the case of the CES 
function. I had also noted the curious fact that Simon (1979) had not 
cited Shaikh (1974) who had written on precisely this topic, despite the 
fact that Robert Solow had been identified as one of the readers of his 
draft (Lavoie 1987, p.  196). Obviously, Solow knew about Shaikh’s 
(1974) paper since he had written a rather nasty (and misleading) com-
ment on it, as Shaikh (1980) later demonstrated, and to which he was 
not allowed to reply.2

As recalled by Felipe and McCombie (2011–12, p. 276), in response 
to a letter that I had sent to Simon, pointing to the similarities between 
his and Shaikh’s argument, Simon replied that, being less connected 
with economics, he had to rely on friends and colleagues to keep track of 
the literature, thus implying that Solow had omitted to inform him 
about Shaikh’s work. It is probable that Solow did not want to give 
Simon further arguments against the marginal productivity theory of 
factor  pricing. In a conversation with me, Shaikh observed that Solow 
was still angry about his HUMBUG article since, more than 30 years 
after its publication, Solow steadfastly refused to shake hands with him 
during a ceremony in honour of Modigliani which was held at the New 
School in 2007.
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Shaikh (1990) published a third version of the HUMBUG production 
function which contains an interesting graph. It illustrates the case of an 
economy based on a Leontief production function with fixed technical 
coefficients, which is subjected to technical progress of the Harrod- 
neutral sort, with a constant capital to output ratio. Shaikh (op. cit) 
shows the straight upward-sloping line that links capital per head on the 
horizontal axis and output per head on the vertical axis. Neoclassical the-
ory will assume instead the presence of a standard neoclassical production 
function with diminishing returns, and hence a relationship between 
capital per head and output per head which has the usual curvature. 
Neoclassical authors would thus interpret the data of this economy by 
claiming that there has been a move along the non-linear neoclassical 
production function accompanied by a shift of the entire production 
function. Thus, even if the technology is of the Leontief type, neoclassical 
economists running standard regressions would pretend that they have 
demonstrated the existence of a well-behaved neoclassical production 
function. But this was precisely the point that Nicholas Kaldor (1957) 
had made several years before, when claiming that “any sharp or clear-cut 
distinction between the movement along a ‘production function’ with a 
given state of knowledge, and a shift in the ‘production function’ caused 
by a change in the state of knowledge is arbitrary and artificial” (p. 596).

2.2  Reductio Ad Absurdum Proofs

Shaikh (2005) produced a ‘reductio ad absurdum’ proof of this. He gen-
erated data of a fictitious economy subjected to a Goodwin cycle, where 
technology, as above, is of the Leontief type with Harrod-neutral techni-
cal progress and with mark-up pricing. Still, despite all this, once techni-
cal progress is assessed in an appropriate way, Shaikh shows that the data 
can appear to have a high fit with a Cobb-Douglas production function, 
as he obtains a regression with a very high R2 and an estimated output 
elasticity of capital which is very close to the actual profit share, just as 
neoclassical theory would have it. This is so despite the fact that, by con-
struction, the data has nothing to do with neoclassical theory and violates 
all of its usual assumptions.
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This kind of ‘reductio ad absurdum’ proof is the best proof that can be 
offered to demonstrate that the apparent empirical successes of the neo-
classical production functions have nothing to do with reality conform-
ing to neoclassical theory.3 The clearest and most astute such proof was 
offered by McCombie (2001) himself. He generates microeconomic data, 
where the output elasticity of labour is 0.25 while the output elasticity of 
capital is 0.75, so that the sum of the two elasticities is equal to unity, 
thus assuming constant returns to scale. Inputs and outputs are assumed 
to be homogeneous, so as to avoid any problem of aggregation. Running 
a regression over this hypothetical economy, with some random fluctua-
tions, and with physical output being a function of labour and the physi-
cal value of machines, the estimates of the output elasticities turn out to 
be equal to those that were assumed by construction. However, things are 
quite different when regressions are conducted on the basis of deflated 
monetary values, that is, constant-price values. McCombie assumes that 
firms set prices on the basis of a mark-up procedure, with the wage share 
being 75 per cent while the profit share is only 25 per cent. Running a 
regression over the same hypothetical economy, but using the deflated 
values, he finds that the apparent estimate of the output elasticity of 
labour is now 0.75, instead of the 0.25 true output elasticity of labour 
that was assumed by construction in the data.

McCombie (2001) thus provides an undeniable proof that regressions 
over deflated values, the only ones that economists can run in the case of 
macroeconomic studies or even at the industrial level, will necessarily 
provide an estimate of the wage share in the economy instead of an esti-
mate of the output elasticity of labour. Thus, as I conclude in Lavoie 
(2014) “even if the technology is from Mars and Martians manage to 
produce output independently of inputs, provided Martian firms follow 
some form of cost-plus pricing, the regressions over deflated values will 
tell us that the Martians use Cobb-Douglas production technology with 
diminishing returns, constant returns to scale, and factor pricing follow-
ing the principles of marginalism” (p. 60).

As recalled by Lavoie (2008, 2014, pp. 60–62) and Felipe and McCombie 
(2013, pp. 302–306), my former co-author Wynne Godley also engaged 
into this kind of ‘reductio ad absurdum’ proof in a paper that was unjustly 
neglected (Anyadike-Danes and Godley 1989). They constructed a  
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hypothetical economy where nominal wages, employment and output are 
growing independently of each other, with some random fluctuations and 
with prices once again being set by some cost-plus procedure. Still, a regres-
sion equation similar to those ran by the likes of Layard et al. (1991) pro-
duced a statistical and significant relationship between real wages and 
employment, while employment did not seem to depend either on current 
output or lagged employment, whereas by construction there was no rela-
tionship between real wages and employment while current employment 
was heavily dependent on previous employment.

As noted in an appendix by Felipe and McCombie (2013, pp. 308–310), 
I also myself provided a kind of ‘reductio ad absurdum’ proof when criti-
cizing the wage-setting/price-setting model of Layard, Nickell and 
Jackman, or what became to be known as the WS-PS model of the 
NAIRU (Lavoie 2000, 2008). The 2000 paper was written as a reaction 
to an article by Cotis et al. (1998) which claimed to explain the evolution 
of the NAIRU from an econometric estimation of this WS-PS model and 
that claimed that the model was not contradicted by the data. The authors 
marvelled at the fact that their empirical estimate of the PS curve was 
fully compatible with the first-order conditions of a well-behaved neo-
classical production function, with diminishing marginal product of 
labour, perfect competition and factor pricing at the value of the mar-
ginal product. Their regression had uncovered a positive relationship 
between the log of real wages and the rate of unemployment. The first 
author, Jean-Philippe Cotis, had been the chief economist at the OECD 
and had just then been named head of the French statistical agency—the 
INSEE—so this was not the work of some innocent bystander. Once 
again, it was shown that both their so-called medium-run and long-run 
equilibrium unemployment rates could be derived from the income side 
of the national income and product accounts and not from some behav-
ioural equation tied to the neoclassical theory of labour demand.4

2.3  General Consequences

All these proofs demonstrate that there is no empirical support for neo-
classical production and distribution theory. Orthodox authors decorate 
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their theories, they do not actually attempt to verify them, let alone fal-
sify them. They calibrate their production models; they do not actually 
demonstrate that their behavioural equations based on neoclassical the-
ory are the proper description of the way the world works. As Kaldor 
(1972) said a long time ago, “the role of empirical estimation is to ‘illus-
trate’, or to ‘decorate’ the theory, not to provide support to the basic 
hypothesis (as for example, in the case of numerous studies purporting to 
estimate the coefficients of production functions)” (p. 1239).

It is sometimes objected, because critics have paid so much atten-
tion to the Cobb-Douglas production function, that only this produc-
tion function is subjected to the threat of reproducing the identities of 
the national accounts. But as mentioned earlier, the CES production 
function was already under attack from Simon. Furthermore, another 
contribution of McCombie is to have proven that indeed the CES 
production function and the translog production function were sub-
jected to the very same criticisms (McCombie and Dixon 1991; Felipe 
and McCombie 2001). This is an important contribution because 
Kaldor’s stylized fact of a constant wage share has been undermined 
over the last three decades, thus generating better fits with the CES 
production functions than with the Cobb-Douglas function, and thus 
leading several economists to adopt the CES function (while also 
rejecting Leontief production functions). It is thus important to 
underline the fact that CES functions seem to perform better now 
because the wage share has been decreasing over the last 30 years or so, 
not because they are a better representation of the real production 
process.

The studies of Shaikh, McCombie, Felipe and others show that the 
econometric estimates of neoclassical production functions based on 
deflated monetary values, where direct physical data cannot be used, yield 
pure artefacts, that is, purely imaginary results. This affects all of neoclas-
sical applied aggregate work that relies in some way on well- behaved pro-
duction functions and profit-maximizing conditions: NAIRU measures, 
labour demand functions and wage elasticities (Felipe and McCombie 
2009); investment theory; measures of multifactor productivity or total 
factor productivity growth (Felipe and McCombie 2007); estimates of 
endogenous growth; theories of economic development; theories of 
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income distribution; estimates of cost functions; measures of potential 
output; estimates of the impact of changes in the minimum wage, social 
programmes or in tax rates.

Even when setting aside problems of aggregation, neoclassical econo-
mists are claiming to measure something, whereas they are really measur-
ing something entirely different. One may wonder, however, whether the 
critique could also affect elements of post-Keynesian theory.

3  The Kaldor-Verdoorn Law

3.1  A First Look at the Similarities with the National 
Accounts Identity

McCombie has been an early advocate of the Kaldor-Verdoorn law, and 
he has written an extended survey of the studies that have been devoted 
to it (McCombie 2002). In the introduction of this chapter, I mentioned 
that when meeting John McCombie in 1983, I asked him if the Kaldor- 
Verdoorn law could be subjected to the same problems as the neoclassical 
production function. The discussion did not produce any conclusion, 
but in my 1992 book, I made the effort to at least reconsider the issue 
(Lavoie 1992, pp. 322–324).

It has been known for a long time that Kaldor’s (1957) technical prog-
ress function, which can be considered as a theoretical version of the 
empirical Kaldor-Verdoorn law, could be rewritten under the form of a 
dynamic Cobb-Douglas production function, and hence that it could be 
rewritten under the form of the national accounts identity. The technical 
progress function, in its linear form, has been formalized as:

 
λ λ λ= +0 k k



 
(12.1)

where λ is the rate of technical progress (the growth rate of output per 
unit of labour), while k is the growth rate of the capital to labour ratio.

A Cobb-Douglas production function of the sort q = eμtKαL1 − α can be 
rewritten as output per unit of labour, hence as y = eμtkα, with y the output 
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per labour, so that in growth terms, we have a relationship which appears 
to be no different from the preceding one:

 y k = +µ α  (12.2)

As to the national accounts, it can be shown that their income side can be 
rewritten in a dynamic form which resembles the above, as we get:

 
g r K L= −( ) + + + −( )1 1π ω π π π   

 
(12.3)

where g is the growth rate of output, K  is the growth rate of the capital 
stock, L  is the growth rate of the labour force, π is the profit share, ω  is 
the growth rate of real wages and r  is the growth rate of the rate of profit.

By recalling that k  is the growth rate of the capital to labour ratio, 
Eq. (12.3) can be rewritten as:

 g L y k− = = +  τ π  (12.3A)

with τ π ω π= −( ) +1  r
From an elementary point of view, these three Eqs. (12.1), (12.2) and 

(12.3A) look quite alike. Both Kaldor’s technical progress function and 
the Cobb-Douglas production function could be brought back to the 
national accounts identity. What about the Kaldor-Verdoorn law? Does 
it suffer from the same fate? Could it also be a statistical artefact? Although 
the Kaldor-Verdoorn law says that the rate of technical progress, that is, 
the growth rate of labour productivity, is a function of the growth rate of 
output in the manufacturing industry, it is often written as a function of 
the growth rate of GDP. With g standing once again for the growth rate 
of overall economic activity, the Kaldor-Verdoorn relationship may be 
written as:

 
λ λ λ= +0 gg  

(12.4)
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Combining the Kaldor-Verdoorn relation (Eq.  12.4) with Kaldor’s 
technical progress function (Eq. 12.1), we obtain what Michl (1985) calls 
the augmented technical progress function:

 
λ λ λ λ= + +0 g kg k



 
(12.5)

Writing the extended form of the national accounts dynamic identity, 
that is, combining Eq. (12.3A) with the value of its τ component, we 
obtain something that does look highly similar to Eq. (12.5):

 
y r k   = + −( ) +π π ω π1

 
(12.6)

When running his regression on the augmented technical progress 
function, Michl (1985) finds an estimate of the λk coefficient, which is 
very close to the share of profits in manufacturing, that is, around 0.38 
and 0.40, thus corresponding to the π value in the national accounts 
identity. Furthermore, since r  at the time was close to zero, with no 
trend in the rate of profit, one would expect the λ0 parameter to be not 
significantly different from zero, which is also what Michl (op. cit) 
obtains. So far, the estimates are in line with the national accounts iden-
tity. However, the λg coefficient in Eq. (12.5) provides us with a piece of 
information which is not present in the national accounts identity given 
by relation (Eq. 12.6). It says that faster rates of growth of output (g) are 
associated with faster rates of growth of real wages (ω ). The national 
accounts do not yield such a prediction. The Kaldor-Verdoorn law says 
that there is a relationship between the growth rate of output and the 
growth rate of output per labour and hence by extension that there might 
be a relationship between the growth rate of real wages and the growth 
rate of output. The national accounts by contrast tell us that there is a 
relationship between the growth rate of real wages and the growth rate of 
output per labour, not the growth rate of output.

Note, however, that the latter relationship may put in jeopardy another 
behavioural equation often found in post-Keynesian economics, that is, 
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the dynamic Webb effect, also called the Marx or the Hicks effect. This 
causal relationship going from the growth in real wages to the growth in 
labour productivity is emphasized, for instance, by Hein and Tarassow 
(2010) and Storm and Naastepad (2012) in their discussion of produc-
tivity regimes. However, when calculating their productivity regimes, 
they suppose that the rate of technical change is influenced by both the 
Kaldor-Verdoorn effect and the Webb effect. Thus these authors include 
simultaneously the g and ω  variables in their estimates of their effect on 
the growth rate of labour productivity, so that they have an equation that 
does not correspond to the national accounts identity. This equation, in 
the same notations, is given by:

 
λ λ λ λ ω= + +0 g wg 

 
(12.7)

3.2  Another Reductio Ad Absurdum Proof

McCombie himself has recently tackled the possible relationship between 
the Kaldor-Verdoorn law and the national accounts identity. This is done 
in the paper of McCombie and Spreafico (2016). The authors start by 
noting what we just said above, that is, the technical progress function in 
its linear form can be brought back to a Cobb-Douglas production func-
tion and hence to the dynamic version of the national accounts. Hence 
the technical progress function “also suffers from the criticisms that 
Kaldor made of the neoclassical production function” (McCombie and 
Spreafico 2016, p.  1118). But what about the Kaldor-Verdoorn law? 
McCombie and Spreafico (2016) show that “Verdoorn’s law could be 
regarded as a specification of the linear technical progress function allow-
ing for the possibility of increasing returns to scale” (p. 1134). Does it 
mean that the Kaldor-Verdoorn effects are just as spurious as those of the 
neoclassical production function?

To convince us that they are not, McCombie and Spreafico once more 
resort to the use of the constructed data of a hypothetical economy. This 
is a highly useful method, for we know the true data that underlies the 
estimates that are being calculated. They test the Kaldor-Verdoorn relation 
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given by Eq. (12.4) on 15 hypothetical regions, over ten years, thus testing 
the following equation, with the subscript i representing each region:

 
λ λ λi i g ig= +0  

(12.8)

For expositional ease, as will be shown below, they assume “Kaldor’s 
stylized fact that the growth rate of the capital stock equals the growth 
rate of output (i.e., the capital-output ratio is constant). As a consequence 
of also assuming that factor shares are constant, this implies that the 
growth in the rate of profit is zero” (McCombie and Spreafico 2016, 
pp. 1127–1128). This means that in Eq. (12.3) of the national accounts, 
they assume for simplification that g K=   (so that k = 0 ) and r = 0,  so 
that by construction they have:

 
g L1 1 1−( ) = −( ) + −( )π π ω π 

 
(12.9)

Hence, the national accounts under the above restrictions become:

 y g L g  = − = +ω 0.  (12.10)

In this simplified case, on the basis of the national accounts, it is obvi-
ous that we ought to find no relationship whatsoever between the growth 
rate of output g and the growth rate of labour productivity y .

What happens when regressions are run? McCombie and Spreafico 
construct a series of variables that give rise to g, y  and w  for their 15 
hypothetical regions over ten years. In the first experiment, they assume 
by construction the existence of a Kaldor-Verdoorn effect, that is, they 
assume that there is a positive relationship between the growth rate of 
output and the growth rate of labour productivity. Running a regression 
based on Eq. (12.8), and assuming that the λ0i parameter is allowed to 
vary for each region, the regression captures the special national account-
ing identity of Eq. (12.10), as the estimate of λ0i is captured by the growth 
rate of real wages ω , while the estimate of λg is indeed statistically no 
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different from zero. By contrast, when the λ0i parameter is assumed to be 
the same for all regions, that is, when it is assumed that the exogenous 
constant of technical progress is the same for all regions, as is usually 
done in this kind of study, the Kaldor-Verdoorn effect is captured. Indeed 
the estimate of λg is statistically different from zero and around 0.45, 
which is close to the value with which the data was generated by 
construction.

McCombie and Spreafico (2016) conduct a second experiment, con-
structing the data in a similar manner, “with the exception that for any 
given productivity growth rates of a particular region, the output growth 
rates were random” (p. 1130). In other words, the Kaldor-Verdoorn effect 
is absent by construction. Once again, assuming that the λ0i parameter is 
allowed to vary for each region, the regression has a near perfect fit (a R2 
close to unity) as it captures the national accounting identity of 
Eq. (12.10), with the estimate of λ0i being captured by the growth rate of 
real wages ω , while the estimate of λg is not significant. By contrast, 
when the λ0i parameter is assumed to be the same for all regions, the 
regression has a very poor fit, with the R2 being close to zero, and the 
estimate of λg is not statistically different from zero, as it should be since 
the Kaldor-Verdoorn effect had been excluded by construction.

3.3  General Considerations

From these experiments, as well as from the arguments offered when 
comparing Eqs. (12.6) and (12.7), I believe it is safe to conclude that 
the Kaldor-Verdoorn effects are not an artefact. They do not arise from 
a specification that reproduces the national accounts identity. This is an 
important conclusion because the Kaldor-Verdoorn effects provide a 
possible explanation of the super-hysteresis effects that were empiri-
cally measured by León-Ledesma and Thirwall (2002) and that have 
been rediscovered by Blanchard et al. (2015). Super-hysteresis effects 
mean that a slowdown in the actual rate of growth of the economy, due, 
for instance, to a restrictive monetary policy, will have long-ranging 
effects, not only on the potential level of output but also on the growth 
rate of potential output. This can be explained, at least in part, by the 
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Kaldor- Verdoorn effect, as the slow growth in actual output is said to 
generate a slowdown in the growth rate of labour productivity. The 
effect can also occur on the upside, although neoclassical authors, 
seduced by downward hysteresis or super-hysteresis, seem dubious of a 
possible upward hysteresis effect.

As a conclusion on this section, it may be worth recalling that the 
Kaldor-Verdoorn effects became a hot topic during the recent primaries 
of the Democratic Party in the USA, when a controversy erupted between 
Gerald Friedman (2016a, b)—an economist from the University of 
Massachusetts in Amherst—and Christina and David Romer (2016), 
two economists who had held important positions in the federal admin-
istration. The controversy arose with regard to Friedman’s estimates of the 
impact of the economic programme of the 2016 Democrat presidential 
candidate Bernie Sanders. To his dismay, Friedman discovered that the 
Kaldor-Verdoorn hysteresis effects that he had assumed in his estimates 
were not part of standard modelling, that is, the kind of models which are 
used by the Council of Economic Advisers. While Friedman may have 
overestimated the effects, at least the debate propelled the Kaldor- 
Verdoorn law into the sight of part of the layman public.

4  Methodological Considerations

4.1  Instrumentalism in Mainstream Economics

At the end of their book, Felipe and McCombie (2013, Chap. 12) won-
der why their criticisms (and those of Shaikh, Simon and many others) of 
the aggregate production function have generally been ignored. In fact, 
McCombie’s first foray in methodology was his 1998 paper on ‘para-
digms, rhetoric and the relevance of the aggregate production function’, 
where he was already asking a similar question. Why are these demon-
strations, and in particular the ‘reductio ad absurdum’ proofs, unable to 
convince neoclassical economists? One answer, offered by Solow, as 
recalled by Felipe and McCombie (2013, Chap. 5 and pp. 320–321), is 
that ‘we knew it all beforehand’. This is dubious, because Solow (1957) 
in his own early work marvelled ‘that the fit is remarkably tight’. But even 
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if we grant the benefit of the doubt, this kind of answer contradicts the 
fact that neoclassical economists keep using standard aggregate produc-
tion functions even today. It must be quite frustrating to realize that a 
quite straightforward argument just does not seem to have any impact on 
the profession when the consequences of the argument are so profound 
for mainstream theory.

I had my own experience when I presented a paper devoted to this 
issue in the economics department of the University of Ottawa (Lavoie 
2008). I followed this up by sending by email two Shaikh and McCombie 
papers to those of my colleagues that I considered to be most open to 
dialogue. My colleagues listened politely during the presentation, and 
there was no contestation. Amazingly, the overall response was an appar-
ent inability to understand the implications of the presentation and of 
the papers that I had sent. I found that a confusing feature for neoclassi-
cal economists is that their theory predicts that with perfect competition 
and factors paid at the value of their marginal product, the output elas-
ticities will equate the factor shares. This is what the regressions yield 
when technical progress is properly taken into account. Mainstream 
economists don’t get the point that, because of the identity, the estimate 
of the output elasticities will always turn out to be equal to factor shares.

The most genuine answer came from a member of the department that 
had been involved in the government and in advising developing coun-
tries: he told me that without the estimates of the output elasticities of 
the factors of production, there was nothing that he could advise about 
any more. As a consequence, he had to rely on the elasticity estimates 
derived from the regressions over deflated values, whatever their true sig-
nificance. In other words, as Paul Davidson (1984) once put it when 
describing mainstream economics, he would prefer “to be precisely wrong 
rather than roughly right” (p. 572).

The reactions of neoclassical or mainstream economists to the findings 
regarding the tight links between the aggregate neoclassical production 
function and the national accounts identity, when these links are known, 
are thus strongly reminiscent of the instrumentalist position held by the 
majority of these economists. This is pointed out by Felipe and McCombie 
(2013, p. 314), as they recall that instrumentalism in economics is usu-
ally attributed to the (only?) methodological essay of Milton Friedman 
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(1953), according to whom the realism of assumptions is totally irrele-
vant and can even be a drawback. Robert Lucas (1981) has no doubt 
pursued instrumentalism to the hilt, when he claimed that “insistence on 
the ‘realism’ of an economic model subverts its potential usefulness in 
thinking about reality”, adding that good models had to “necessarily be 
artificial, abstract, patently unreal” (p. 270).

Indeed, McCombie and Negru (2014) remark that the New 
Consensus model, also called the New Neoclassical Synthesis, is based 
on an instrumentalist approach. They very correctly point out that “the 
criterion of success is the successful empirical implementation through 
calibration, rather than econometric testing” (p.  61). They add that 
“the accuracy of the assumptions, per se, is irrelevant. Primacy is given 
to the construction of artificial models that closely mimic the observed 
path of the economy (Lucas 1978). Indeed, at times, it seems as if 
econometric testing is irrelevant. What matters is that there should be 
a fully-articulated model, based on paradigmatic pseudo-assumptions, 
that has been shown to be capable of replicating the path of the econ-
omy” (ibid, p. 62).

While this critique may seem rather harsh, Paul Romer (2016), the 
new chief economist at the World Bank, has addressed an even more 
ruthless critique to New Classical economists and their dynamic  stochastic 
general equilibrium (DSGE) models based on real business cycle theory. 
He complained that these authors were calibrating their models so that 
they could fit a number of stylized facts, without ever being able, how-
ever, to demonstrate that the assumed mechanisms—imaginary shocks to 
technology or utility functions—had any relationship with reality. 
Indeed, with the large number of parameters of these DSGE models, 
with enough patience, it is nearly always possible to provide a fair fit. As 
a result, Romer (2016) concludes that

in the last three decades, the methods and conclusions ofmacroeconomics 
have deteriorated to the point that much of the work in this area no longer 
qualifies as scientific research. The treatment of identification in macroeco-
nomic models is no more credible than in the first generation large 
Keynesian models, and is worse because it is far more opaque….The larger 
concern is that macroeconomic pseudoscience is undermining the norms 
of science throughout economics (p. 1).
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While Romer focuses his attention to the likes of Lucas, Prescott and 
Sargent, his critique extends to the New Keynesian version of the New 
Consensus, as he also questions the way sticky prices are introduced into 
DSGE models. This is obvious if one recognizes, as do McCombie and 
Negru (2014), that “the difference between the New Keynesians (but not 
the post-Keynesians) and the New Classical economists are now a matter 
of degree, rather than of a fundamental nature” (p. 60). The benchmark 
model in the New Consensus is the real business cycle model of the New 
Classical economists; the New Keynesians add lots of rigidities and fric-
tions to this benchmark model, but the logic of their revised DSGE 
model is no different from that of the benchmark model. New Keynesians 
integrate some degree of realisticness through the incorporation of auxil-
iary hypotheses—asymmetric information, credit rationing, liquidity- 
constrained households and sticky prices.

The main assumptions, however, based on an all-knowledgeable agent, 
attempting to maximize some utility function for eternity, defy common 
sense. The question, then, is whether it is possible to arrive at a model 
that describes the real world adequately by adding auxiliary realistic char-
acteristics. Nicholas Kaldor (1966), for one, thought it was not possible: 
in an attempt to relieve the programme of its unrealistic foundations, the 
whole edifice would crumble. As he put it, removing the scaffolding “is 
sufficient to cause the whole structure to collapse like a pack of cards” 
(p. 310). Indeed, Kaldor (1972) used the same argument six years later, 
saying that “the scaffolding gets thicker and more impenetrable with 
every successive reformulation of the theory, with a growing uncertainty 
as to whether there is a solid building underneath” (p. 1239). There is no 
doubt that the scaffolding has taken gigantic dimensions with the advent 
of Lucasian economics as well as that of the New Consensus and its 
DSGE models, which are at the heart of mainstream macroeconomics.

Coming back to the issue of why the critique of the aggregate produc-
tion function does not seem to have made a dent in the armour of neo-
classical macroeconomics, McCombie and Pike (2013, p. 503) recall that 
econometric results rarely did have an impact on the beliefs of the profes-
sion. They give as an example the damning econometric critique by 
Hendry and Ericsson (1991) of the claims made by Friedman and the 
monetarists, which came out in 1985 but only got accepted for publication 
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in 1991: most likely it was not the cause of the downfall of monetarism. 
McCombie and Negru (2014, p. 60) also mention the empirical proofs, 
too numerous to be recorded, showing that the uncovered interest parity 
equation just does not hold in the real world, have had no effect on the 
theoretical models constructed by both orthodox and heterodox econo-
mists. In this regard, the Sonnenschein-Mantel-Debreu theorem which 
questions from within the principle of scarcity and the Walrasian general 
equilibrium model has had no impact either, as pointed out again by 
McCombie and Negru (2014, p. 61) and as I have myself called attention 
to in Lavoie (1992, pp. 36–41) and Lavoie (2014, pp. 50–53).

4.2  Meta-Regression Analysis

An interesting counter-example is the work of Card and Krueger (1995), 
who provoked an economic earthquake when they contended, based on 
their own work and a rudimentary meta-regression analysis that raising 
the minimum wage had virtually no negative effect on employment and 
that previous research was flawed by publication bias. This counter- 
example is interesting on several grounds. First, from the sociological 
standpoint, the authors were considered to be traitors to the  (neoclassical) 
cause as they came from Ivy League universities and were rejecting what 
was considered until then as one of the best established facts of neoclassi-
cal theory, a fact which had found proud of place in most introductory 
textbooks. Second, surprisingly, despite their work having been subjected 
to intense criticisms, a number of US economists seem to be less con-
vinced by the negative impact that an increase in the minimum wage is 
likely to have on the employment of youths.5 The only explanation that I 
can find for this proposition is that the lack of a negative effect is only 
incompatible with the pure competition version of neoclassical theory; 
within a labour-market model based on the confrontation between a 
monopolist and a monopsonist, anything goes when real wages are raised. 
Third, the book of Card and Krueger seems to have given a boost to 
meta-regression analysis in economics. This type of empirical analysis has 
found room in many different journals and particularly in the Journal of 
Economic Surveys.
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I have tried to provide an introduction to meta-regression analysis in 
my book on post-Keynesian economics as I believe that meta-regression 
analysis offers an additional tool to overcome the publication bias so 
common in economics and to dismiss the belief that empirical studies 
provide support for most if not all of the standard claims of neoclassical 
textbooks (Lavoie 2014, pp. 64–70). Thus, in a sense, meta-regression 
analysis is a companion to the works of Shaikh as well as those of Felipe 
and McCombie, which have dismissed the bogus empirical support for 
neoclassical production functions. It helps to provide an antidote to the 
claim that there is no alternative (TINA) and it helps to convince stu-
dents that there is room for alternatives in economic theory.

At the heart of the identification of publication bias is the notion that 
investigators who rely on smaller samples, with fewer degrees of free-
dom, are prone to larger standard errors. This implies that estimates of a 
parameter are likely to be less precise. In order to obtain statistically 
significant effects (say t ratios above 1.6), they will need to find large 
effects since the t statistic is the size of the coefficient divided by the 
standard error. This may require several tries, with different specifica-
tions. By contrast, with large samples, estimates are likely to be more 
precise, standard errors will be smaller, and hence a statistically signifi-
cant result can be achieved despite smaller values of the estimated param-
eter. Thus, an adept of meta- regression analysis needs two things from 
each past regression: the size of the estimated parameter e, usually some 
elasticity measure, and a proxy of the precision of the estimate, ideally 
measured by the inverse of the standard error (SE). The meta-regression 
will thus be the following:

 
e SEi i i= + +β β ε1 0  

(12.11)

β1 represents the estimated true value of the parameter, for if the stan-
dard error SE is zero, then the estimate e will be equal to β1.6 We can then 
proceed to standard tests and check whether the null hypothesis 
H0  : β1 = 0 can be rejected or not. A fancier meta-regression analysis, 
based on a multi-variate approach, can also be pursued. In the case of 
research on the effect of the minimum wage, Doucouliagos and Stanley 
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(2009) find that the true effect is −0.009 and that it is statistically signifi-
cant (the t ratio is 3.15). The true effect however is not economically 
significant: a 50 per cent increase in the real wage would lead to less than 
a ½ per cent decrease in teenage employment. If one were to take the 
average elasticity of the 1474 regressions analysed on this topic, the effect 
would be 20 times bigger! This shows the importance to rely on meta- 
regression analysis, as Doucouliagos and Stanley (2009) also find evi-
dence of publication bias in studies devoted to the minimum wage.7

McCombie and Negru (2014, p. 62) note that it is not easy for neo-
classical economists to reject the natural rate of unemployment hypoth-
esis (or for that matter the NAIRU hypothesis), even when the evidence 
seems to be unfavourable to the hypothesis. Ray Fair (2012) has long 
been arguing that “the dynamics behind NAIRU equations are not 
 supported by the data” (p.  9). Meta-regression analysis also concludes 
that there is no support for the concept of the natural rate of unemploy-
ment or the NAIRU. Tom Stanley has done two meta-regression analysis 
studies that pertain to the natural rate of unemployment story. In Stanley 
(2004), he looks at the persistence coefficient and finds that the true 
value appears to be very close to unity, thus implying that one cannot 
reject the hypothesis of unemployment hysteresis: the natural rate follows 
the actual rate of unemployment. This result is in line with the more 
recent work on hysteresis conducted in the conventional manner by 
Blanchard et al. (2015). In Stanley (2005), the other side of the NAIRU 
hypothesis is being explored: he looks at the relation between inflation 
and unemployment. He concludes from it and from his previous study 
that “the natural rate hypothesis may now be regarded as empirically fal-
sified” (Stanley 2005, p. 626).

Despite all this, Fuller and Geide-Stevenson (2014, p. 135) report that 
the percentage of US economists that approve or approve with provisos 
the statement that “there is a natural rate of unemployment to which the 
economy tends in the long run” has not changed between 1990 and 
2010: that percentage remains around 75 per cent. There is indeed resis-
tance, except among heterodox economists and perhaps orthodox dis-
senters, to the dismissal of the natural rate hypothesis or that of the 
NAIRU concept, despite all their empirical failings, just as there is resis-
tance to the dismissal of the neoclassical aggregate production function.
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There are many more neoclassical key constructs, which have recently 
been questioned by the results of meta-regression analyses. This is par-
ticularly the case in microeconomics, which is usually considered to be 
the forte of neoclassical economics. Doucouliagos and Stanley (2013) 
look at 87 areas of economic research. They conclude that approxi-
mately 60 per cent of these suffer from severe or substantial publication 
bias. In microeconomics, the price elasticities of demand for residential 
water, tobacco, beer, spirits and alcohol all suffer from substantial or 
severe selectivity problems. They also show that these elasticities are 
very much overestimated, all of them being much below unity, so that 
the strength of substitution effects, which is at the heart of orthodox 
economics, is much weaker than usually described. In particular, the 
true value of the elasticity of CEO pay relative to performance seems to 
be zero!

Does meta-regression analysis have to say anything on some of the 
cherished beliefs of heterodox or post-Keynesian economics? Krassoi- 
Peach and Stanley (2009) look at what they call the efficiency-wage 
hypothesis, that is, in our own terms, what I have called the Webb effect. 
They conclude that whereas “most previous studies report mixed or 
ambiguous support for the efficiency-wage hypothesis, we find clear and 
robust evidence of a positive efficiency-wage effect on production” 
(p. 267). Indeed, their true estimate of the Webb effect elasticity is around 
0.30, a number which is similar to what is found by Storm and Naastepad 
(2012, p. 103).

And what about the Kaldor-Verdoorn effect? Ludwig List, a PhD stu-
dent at the University of Paris 13, has just conducted a meta-regression 
analysis on this effect. On the basis of nearly 120 estimates, List (2017) 
finds the true value of the Kaldor-Verdoorn effect to be 0.42, with no 
evidence of publication bias. This finding is consistent with the estimates 
claimed by post-Keynesians: McCombie (2002, p. 106) argued for robust 
estimates between 0.30 and 0.60; Hein and Tarassow (2010, pp. 748–749) 
found estimates between 0.27 and 0.86; and Storm and Naastepad (2012, 
p. 103) arrived at estimates ranging between 0.39 and 0.47. We may thus 
conclude from this meta-regression analysis that the Kaldor-Verdoorn 
effect is genuine and within its usually estimated range.
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5  Summary and Conclusions

John McCombie is part of the Cantabrigian school of economics, which 
has provided an alternative vision of what macroeconomics is all about. 
He is one of the few who has managed to find a position and keep alive 
this tradition within the confines of the University of Cambridge, inspired 
by his predecessors such as Nicholas Kaldor or Bob Rowthorn. He has 
maintained the use of econometrics in post-Keynesian economics, at a 
time when abstract considerations were in fashion, and he made several 
important contributions to the Kaldorian strand of post-Keynesian 
economics.

In this chapter, I have reappraised his contribution to the Cambridge 
capital controversies by underlining the main arguments justifying the 
claim that empirics cannot provide support to the aggregate neoclassical 
production functions. I have shown that the Kaldor-Verdoorn law is 
not subjected to this critique. And I have argued that meta-regression 
analysis can provide additional elements in support of post-Keynesian 
economics.

Notes

1. It also appeared in my book on the foundations of post-Keynesian eco-
nomics (Lavoie 1992, pp. 33–36).

2. Shaikh (1980, p. 2005) shows that labour productivity is highly non-
linear, nearly sinusoid, and hence cannot be represented by a linear 
trend. Regressions of the neoclassical production functions in time 
series will provide bad or even absurd results when technical progress is 
mishandled (for instance, by assuming a linear trend). A possible rem-
edy is to include the rate of capacity utilization as an additional vari-
able in the regression. This was indeed my personal experience when a 
graduate student of mine ran production regressions on Canadian data 
and was getting desperate until he added the rate of utilization in his 
regressions.

3. They are also discussed in my 2014 book (Lavoie 2014, ch. 1).
4. The authors declined to respond to my critique.
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5. Fuller and Geide-Stevenson (2014) report that when surveyed members 
of the American Economic Association were confronted with the state-
ment “A minimum wage increases unemployment among the young and 
unskilled workers”, in 1990, 62 per cent agreed, 20 per cent agreed with 
provisos and 18 per cent disagreed; in 2010, 40 per cent agreed, 34 per 
cent agreed with provisos and 25 per cent disagreed.

6. In reality, to correct for possible heteroskedasticity, meta-regressions are 
based on the following equation, with β1 and β0 keeping their previous 
meaning: (ei/SEi) = ti = β1(1/SEi) + β0 + ε2.

7. The absolute value of the parameter β0 is a measure of publication bias and 
the authors find that its t ratio is above 10.
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Is the Balance of Payments Constrained 
Growth Rate Time-Varying? Exchange 
Rate Over Valuation, Policy-Induced 

Recessions, Deindustrialization, 
and Long Run Growth

Mark Setterfield and Selen Ozcelik

1  Introduction

At least since Singh (1977), macroeconomists have expressed concern 
with ‘premature deindustrialization’—a decline in the manufacturing 
share of economic activity in advance of that associated with established 
secular trends towards tertiarization in capitalist economies.1 Concern 
with premature deindustrialization in advanced capitalist economies has 
long since extended to the notion that such failure may not be endemic 
to the manufacturing sector itself, but may instead be policy induced. 
Persistent exchange rate over valuation, for example, may reduce the cost- 
competitiveness of the manufacturing sector in international trade, 
resulting in the sector’s contraction (Blecker 2003; Hersh 2003; Palley 
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2003, 2016).2 Prolonged recessions, meanwhile, which may be policy 
induced, are understood to disproportionately affect the cyclically 
 sensitive manufacturing sector, reducing the share of manufacturing in 
overall activity (see Rowthorn and Wells 1987; Uemura and Tahara 
2015). Recessions may also retard induced productivity growth in manu-
facturing (via Verdoorn’s law), reducing either the price or non-price 
competitiveness of manufactured tradables, and so inducing further 
shrinkage of the manufacturing sector.

This chapter integrates concern over premature deindustrialization 
into balance of payments constrained growth (BPCG) analysis, one of 
the major contemporary currents in Kaldorian growth theory, to which 
John McCombie has been such an important contributor for over 
35 years. The basis for what follows is the multi-sector BPCG model of 
Araujo and Lima (2007). We build on this contribution to develop a 
theory of a time-varying balance of payments constrained growth 
(TV-BPCG) rate, in which the standard multi-sector BPCG rate is ren-
dered time-varying by virtue of temporary but persistent currency over 
valuations and/or policy-induced recessions that retard the actual rate of 
growth in the short run. These developments also induce structural 
changes, specifically, premature deindustrialization, which affect the 
value of the long-run equilibrium BPCG rate.3 Since the BPCG rate thus 
varies with the short-run growth rate (by virtue of the sensitivity of both 
to currency over valuations and/or policy-induced recessions), the 
TV-BPCG rate so-derived can be interpreted as quasi path dependent. 
The results of these theoretical extensions to the canonical multi-sector 
BPCG model are also shown to give rise to a new empirical agenda for 
BPCG analysis.

The remainder of the chapter is organized as follows. Section 2 estab-
lishes the link between exchange rate fluctuations, recessions, and prema-
ture deindustrialization. In Sect. 3 we develop an extended BPCG model 
that demonstrates how the events discussed in Sect. 2 can affect long-run 
growth. Section 4 reflects on the implications of the resulting TV-BPCG 
model, and Sect. 5 summarizes and concludes.
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2  Currency Over Valuation, Recessions, 
Premature Deindustrialization, 
and BPCG Analysis

In the literature on Thirlwall’s law, the role of relative prices and hence 
price competitiveness in determining the long-run BPCG rate is generally 
disregarded, since the price elasticities of imports and exports are assumed 
to be very small (so-called elasticity pessimism). On that account, varia-
tions in the exchange rate, the domestic price of foreign currency, are con-
sidered to have no effect on long-run growth (Thirlwall 1979). Nevertheless, 
if an economy is considered within a multi-sectoral framework, variations 
in the exchange rate may have an impact on the income elasticity of 
exports if exchange rate variations disproportionately affect the manufac-
turing and non-manufacturing sectors which, in turn, account for differ-
ent shares of total tradable goods and services. In this way, variations in the 
exchange rate, together with any other causes of structural change that 
alter the relative shares in activity of the manufacturing and non-manufac-
turing sectors, may have long run consequences for domestic macroeco-
nomic performance. Put differently, deindustrialization and its causes 
appear as important phenomena to investigate in BPCG analysis.

Deindustrialization is commonly defined as a decline in the relative 
share of employment in the manufacturing sector.4 There are known to 
be different paths towards deindustrialization, however. The most 
common path is positive deindustrialization due to the maturity effect 
(Rowthorn and Wells 1987). This occurs when advanced countries expe-
rience a decline in the relative share of manufacturing employment as a 
consequence of high productivity growth in the manufacturing sector, so 
that they no longer need to maintain the manufacturing share of employ-
ment to keep up the same share of manufacturing in total output. In this 
case, unemployment need not occur because job opportunities in slow 
productivity growth (and therefore labour absorbing) non- manufacturing 
industries allow workers to shift between sectors. This type of deindustri-
alization is symptomatic of economic success.5
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Nonetheless, countries may experience premature deindustrialization 
because of currency over valuations and/or policy-induced recessions. 
Recessions that cause a reduction in investment spending and productiv-
ity growth in the manufacturing sector or persistent currency over valua-
tions that diminish the competitiveness of manufacturing industries can 
reduce the manufacturing share of output and employment and also 
harm aggregate economic performance in the short run. But the detri-
mental effects of such events may not remain limited to the short run. 
Even temporary variations in domestic demand and/or the exchange rate 
may have lasting consequences for domestic macroeconomic perfor-
mance via their impact on the manufacturing sector.

According to Kaldor’s first law, the manufacturing sector is the engine 
of growth performance in an economy, since this sector has higher pro-
ductivity growth than the non-manufacturing sector (Kaldor 1960).6 
Higher productivity growth ensures higher non-price competitiveness 
and hence a higher income elasticity of demand for exports, a parameter 
that is central to the determination of the BPCG rate. Moreover, through 
spillover effects and complementarity, the success of the manufacturing 
sector feeds into improved non-manufacturing sector performance in 
terms of employment and productivity. When the share of the manufac-
turing sector declines as a result of exchange rate appreciations and/or 
policy-induced recessions, the result is premature or negative deindustri-
alization that is not caused by the maturity effect and economic success 
but by economic (including policy) failure.

As experienced in the UK during the 1970s and in the USA during the 
1990s, recessionary conditions and/or currency over valuation may result 
in the loss of manufacturing capacity (as opposed to just a fall in the 
capacity utilization rate) due, in the first instance, to declining domestic 
and international demand. This process may be self-perpetuating due to 
Verdoorn’s law, which describes productivity growth as depending on the 
manufacturing growth rate and highlights the important influence of 
demand on supply conditions. As productivity growth slows, a country’s 
manufacturing sector loses both its price and non-price competitiveness 
compared with its rivals in international trade inducing a further worsen-
ing of macroeconomic performance. Once the manufacturing sector is 
damaged, moreover, restoring the sector to health is far from a simple 
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task. Blecker (2003) summarizes the cost of dollar over valuation begin-
ning in the late 1990s for the US manufacturing sector. According to 
Blecker (op. cit.), increasing the value of the dollar relative to the euro 
and other major currencies of countries that have strong trade relations 
with the USA (such as Japan and China) affected domestic manufactur-
ing sector through employment, profit, and investment spending chan-
nels. When the US dollar appreciated, export growth slowed resulting in 
a negative net effect on employment, with 740,000 jobs lost in the manu-
facturing sector by 2002. Moreover, loss of trade resulted in lower profit 
for manufacturing firms, reducing their willingness to invest and depriv-
ing them of the necessary financial resources to fund planned investment 
spending. As a result, the US manufacturing sector lost $100 billion in 
annual profits and experienced a decline of over $40 billion annually in 
investment spending (corresponding to 25% of total US manufacturing 
investment) through 2002 (Blecker 2003). Meanwhile, according to 
Rowthorn and Wells (1987), when Britain went through recession dur-
ing the early 1970s, followed by the sudden sterling appreciation after 
1977, and then experienced the Thatcher government’s deflationary poli-
cies designed to control inflation following the second oil crisis, the 
British manufacturing sector was severely harmed. Even though the com-
bination of recessionary conditions and over valuation came to an end 
after 1982, complete recovery of the manufacturing sector could not be 
achieved (Rowthorn and Wells 1987, pp. 136–137).

3  The Model

In this section, we use the insights discussed in the previous section to 
develop an extended BPCG model that shows how temporary but persis-
tent recessions and/or exchange rate over valuations can induce premature 
deindustrialization and so reduce the long-run equilibrium BPCG rate.

3.1  A Multi-sector BPCG Model

The canonical BPCG model is a demand-led, one-sector aggregate struc-
tural model based on a single (tradable) commodity. Kaldorian growth 
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theory, however, suggests that economic growth depends (in part) on the 
sectoral composition of output. This is because of the dynamic properties 
of the manufacturing sector, which is seen as the engine of growth.7 It is 
not surprising to find, therefore, that multi-sector variants of BPCG the-
ory have emerged that, while continuing to emphasize the importance of 
demand, also emphasize economic structure as a fundamental driver of 
growth (Nell 2003; Araujo and Lima 2007; Razmi 2011; Nishi 2016).

The essence of the multi-sector approach to BPCG theory can be rep-
resented using a simplified version of the Araujo and Lima (2007) model 
as follows. Consider an economy that imports a single commodity 
(denoted M) but exports a mixture of manufacturing (mf) and non- 
manufacturing (nmf) goods in proportion to its domestic industrial 
structure. The total value of exports can be described as:

 
PX P X P Xmf mf nmf nmf= +

 
(13.1)

where P and X can be thought of as composite indices of the domestic 
price and volume of exported goods, respectively; Pmf and Pnmf are the 
domestic prices of manufactures and non-manufactures, respectively; 
and Xmf and Xnmf denote the volume of manufactured and non- 
manufactured exports, respectively. This expression can be re-written as:

 
X

P

P
X

P

P
Xmf

mf
nmf

nmf= +
 

(13.2)

Assuming that the relative prices of exports remain constant in the 
long run,8 it follows that:

 
x x xmf mf mf nmf= + −( )ω ω1

 
(13.3)

where lower case variables represent proportional rates of growth and ωmf 
is the share of manufacturing activity in the domestic economy (and 
hence, by assumption, in total exports).
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Suppose now that import and export demand can be written as:

 

M
P E

P
Yf=











ψ

π

 

(13.4)

where Pf is the foreign price of the imported commodity, M is the volume 
of imports, E is the nominal exchange rate, and ψ and π are the price and 
income elasticities of demand for imports, respectively, and:

 

X
P

P E
Z i mf nmfi

i

f

i

i=








 =
φ

ρ , ,

 

(13.5)

where ϕi and ρi are the price and income elasticities of exports, respec-
tively. Assuming constancy of relative prices in a common currency, it 
follows that:

 m y= π  (13.6)

and:

 
x z i mf nmfi i= =ρ , ,

 
(13.7)

from which (by substituting Eqs. (13.7) into (13.3)) we arrive at:

 
x zmf mf mf nmf= + −( )



ω ρ ω ρ1

 
(13.8)

Finally, we can write the aggregate balance of payments constraint on 
growth as:

 
P ME PXf =

 
(13.9)
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Once again assuming constancy of relative prices in a common currency 
(in this case, a constant real exchange rate, so that pf + e − p = 0) we get:

 m x=  (13.10)

Substituting Eqs. (13.6) and (13.8) into Eq. (13.10) and solving for y, 
we arrive at:

 
y

z
B

mf mf mf nmf
=

+ −( )



ω ρ ω ρ

π

1

 
(13.11)

In Eq. (13.11), yB is the long-run (balance-of-payments- constrained) 
equilibrium growth rate. Note that, from Eq. (13.11), it follows that:

 

dy

d

z
B

mf

mf nmf

ω

ρ ρ

π
=

−( )
> 0

 

(13.12)

if, as is assumed here, ρmf − ρnmf > 0. This latter inequality implies that world 
income growth is disproportionately directed towards growth in demand 
for manufactures. Its impact on the sign of the derivative in Eq. (13.12) is 
in keeping with the Kaldorian disposition to regard the manufacturing sec-
tor as the engine of growth (Kaldor’s first law). Hence according to 
Eq.  (13.12), the greater the manufacturing content of domestic output 
(and hence exports), the higher the long run equilibrium BPCG rate yB.

3.2  Policy-Induced Recessions, Exchange Rate 
Over Valuation, and Growth: A Baseline Model

Suppose initially that we take ωmf as given, so that we can write:

 
y

z
yB

mf mf mf nmf

B=
+ −( )



 =

ω ρ ω ρ

π

1

 
(13.13)
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Now consider an extension of the model developed in the previous 
sub-section, such that:

 
y y E EB= + −( )∗δ

 
(13.14)

 E E= +∗   (13.15)

 
 = +−α η1  

(13.16)

where η ση∼ ( )0 2, ,y  is the short-run rate of growth, and E∗ is a constant 
short-run value of the nominal exchange rate that, within a particular 
short period, is consistent with the constant real exchange rate used to 
derive Eq. (13.11).9 Equation (13.14) states that the short-run rate of 
growth can depart from the long run equilibrium BPCG rate if the nomi-
nal exchange rate is over- or under-valued (E ≠ E∗). Equations (13.15) 
and (13.16), meanwhile, describe such misalignments as arising from 
persistent shocks. Note that the analytical framework in Eqs. (13.13, 
13.14, 13.15, and 13.16) permits reinterpretation of E∗ as the value of 
policy-sensitive domestic components of aggregate demand that is con-
sistent with the long-run equilibrium BPCG rate yB, so that E ≠ E∗ can 
also be thought of as representing policy-induced, domestic-demand-led 
booms or recessions that cause the short-run rate of growth to depart 
from its long-run equilibrium value. In this way, under the same analyti-
cal conditions (η < 0 ⇒ ϵ < 0 ⇒ E < E∗), Eqs. (13.13, 13.14, 13.15, and 
13.16) can be interpreted as representing the effects on short-run growth 
(relative to its long-run equilibrium value) of either a persistent currency 
over valuation or a persistent policy-induced recession.10

Combining Eqs. (13.13, 13.14, 13.15, and 13.16) yields:

 
y yB

t= + −δα η1
 

(13.17)

Suppose now that with y yB=  initially, η < 0 in some period t = 1. The 
resulting trajectories of y (in accordance with Eq. (13.17)) and yB (in 
accordance with Eq. (13.13)) are illustrated in Fig. 13.1. As might be 
expected, y departs from the constant yB  in accordance with the initial 
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shock, subsequently converging back to y yB=  at a rate determined by α 
(which captures the degree of persistence in the initial shock). Although 
the short-run rate of growth is adversely affected (which adverse effect is 
increasing in the size of α), the long-run equilibrium rate of growth is 
unaffected.

3.3  Policy-Induced Recessions, Exchange Rate 
Over Valuation, and Growth: An Extended 
Model with Premature Deindustrialization

Now suppose that we retain Eqs. (13.14, 13.15, and 13.16), but relax the 
assumption of a constant ωmf and, in keeping with the results in Eqs. 
(13.11) and (13.12), replace Eq. (13.13) with:

 
y f fB m= ( ) >′ω , 0

 
(13.18)

and:

 
ω β βm E E= −( ) >∗ , 0

 
(13.19)

t =1 t

y

yB

yB + dh

Fig. 13.1 Response of growth to a persistent shock in the baseline model
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Equation (13.18) is merely an implicit version of Eq. (13.11), while 
Eq. (13.19) endogenizes the manufacturing share of activity. Specifically, 
Eq. (13.19) suggests that the manufacturing share varies over time in 
accordance with E ≠ E∗. With β > 0, this captures the possibility that 
either exchange over valuation or policy-induced recessions (E < E∗) can 
induce premature deindustrialization.

The effects of Eq. (13.19) on the behaviour of the system can be 
described as follows. First, note that it follows from Eq. (13.18) that 
 y fB m= ′ω . Combining this last expression with Eq. (13.19), we arrive 

at:

 
y f E EB = −( )′ ∗β

 
(13.20)

Combining Eq. (13.20) with Eqs. (13.15) and (13.16), re-writing 
Eq. (13.17) to take into account time variation in the BPCG rate, and 
treating x x xt t∼ − −1  for any x, we arrive at:

 
y y fBt Bt

t= + ′−
−

1
1βα η

 
(13.21)

 
y yt Bt

t= + −δα η1
 

(13.22)

Now assume that f 'β < δ – in other words, any η < 0 initially will cause 
a larger drop in y than in yB. This is because while it is reasonable to 
assume that the actual rate of growth will respond immediately to 
exchange rate appreciation or domestic demand deflation, the sensitivity 
of the long-run equilibrium BPCG rate to these same conditions will 
take time to gradually become manifest, working as it does through chan-
nels that involve structural change in the economy.

Suppose now that η < 0 in some initial period t = 1. The resulting tra-
jectories of y and yB consistent with Eqs. (13.22) and (13.21), respec-
tively, are illustrated in Fig.  13.2. Once again, Fig.  13.2 depicts the 
immediate (negative) impact of E < E∗ on y, following which the actual 
rate of growth begins a process of convergence back towards its long-run 
equilibrium value at a rate determined by the magnitude of the persis-
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tence of the initial shock (the size of α). This time, however, E < E∗ also 
causes an initial drop in the value of the long-run equilibrium BPCG rate 
itself, the latter continuing to decay as the shock persists. In other words, 
the persistence of the shock causes the long-run equilibrium growth rate 
to fall continuously, even as the actual rate of growth converges back 
towards its long-run equilibrium value. The traverse path so-described 
results (in the limit) in the economy settling into a new long run equilib-
rium BPCG rate at yB

′  in Fig.  13.2. The sensitivity of the long-run 
growth rate to temporary (but persistent) exchange rate over valuation 
and/or policy-induced recessions is a product of the deindustrialization 
that these same conditions create. The result, as depicted in Fig. 13.2, is 
variability over time in the BPCG rate, so that the long-run equilibrium 
rate of growth may now be described as a time-varying balance of pay-
ments constrained growth (TV-BPCG) rate.

To solve for the new long run equilibrium TV-BPCG rate depicted in 
Fig. 13.2, first note that it follows from Eq. (13.21) that:

 
y y fBt B

i

t
t i= + ′ ∑

=

−
0

1

βη α
 

t =1 t

y’
B

∗
yB + dh

∗yB + f �bh

∗
yB

y

Fig. 13.2 Response of growth to a persistent shock in the extended model
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Substituting this expression into Eq. (13.22) we arrive at:

 
y y ft B

t

i

t
t i= + + ′−

=

−∑0
1

1

δα η βη α
 

(13.23)

Note that:

 
lim
t

t

→∞

− =δα η1 0
 

while:

 
lim
t

i

t
t if f

→∞
=

−′ ′=
−

<∑βη α
α

βη
1

1

1
0

 

Recalling that y yB B0 =
∗ , it therefore follows from (13.23) that:

 
lim
t t B By y f y
→∞

∗ ′= +
−

=′1

1 α
βη

 
(13.24)

this last value being the new equilibrium TV-BPCG rate depicted in 
Fig. 13.2.

3.4  Simulations

Having developed the TV-BPCG model in the previous sub-section, it is 
useful to show exactly how the system reacts to variations in E (represent-
ing currency over valuations or policy-induced recessions) under differ-
ent parameter restrictions. As can be inferred from Eq. (13.21), in 
addition to the initial value of the shock η and the degree of persistence 
of this shock (α), how the long-run BPCG rate varies over time depends 
on the size of the parameters β (the sensitivity of ωm  to E − E∗, which we 
terms the ‘Palley effect’) and f ' (the sensitivity of yB  to ωm , which we 
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term the ‘Kaldor effect’). The size of these parameters may differ from 
country to country, subject to their precise economic structures. Keeping 
in mind that the exact values we assign to parameters (and to the initial 
values of variables) are arbitrary (the purpose of the exercise here being to 
assess the effect of increases or decreases in the size of parameters relative 
to a benchmark case, in the manner of a comparative static exercise), we 
can simulate different TV-BPCGs by assigning different values to the two 
key parameters f '  and β while keeping all other parameters constant. 
With this in mind, our basic parameter set (together with the initial val-
ues of the variables η, yB, and y) is as follows:

 
y yB0 0 5 0= = . ;

 

δ = 0.1;11

α = 0.8; and finally
η0 ≠ 0, where the exact value of η is determined by a random draw 

from a normal distribution with μη =  − 10 and ση = 0.5.
In the first (benchmark) simulation, we assign values to our key param-

eters capturing the Palley and Kaldor effects of β = 0.2 and f ' = 0.06. The 
response of the system to a transitory shock η0 < 0 (ηi = 0  ∀ i ≠ 0) is 
depicted in Fig. 13.3.

In Fig.  13.3, the blue line corresponds to the trajectory of the 
TV-BPCG rate yB,  and the yellow line depicts the trajectory of the 
actual growth rate y.12 As can be seen, a temporary but persistent shock 
to E results in a continuously falling long run BPCG rate. The short-
run actual growth rate, meanwhile, which deteriorates markedly more 
than the TV-BPCG rate in the immediate aftermath of the shock, sub-
sequently reverts towards the declining TV-BPCG rate, the two growth 
rates eventually converging towards a new, lower, long run equilibrium 
growth rate. This benchmark simulation replicates the system dynam-
ics depicted in Fig.  13.2, where the short-term effects of the shock 
η ≠ 0 on growth are larger than the long-term effects, but the latter are 
relatively large (the TV-BPCG falling from an initial value of 5.0% to 
about 4.4%).
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Our next simulation depicts a case involving smaller Palley and Kaldor 
effects, reflected in the smaller parameter values β = 0.1 and f ' = 0.03. 
The results of this second simulation are depicted in Fig. 13.4.

Here, the system dynamics display a similar pattern to those observed 
in the benchmark case depicted in Fig. 13.3. But the impact on long run 
growth is much reduced, the new steady state being only marginally lower 
than its original 5% value. This is because neither the sensitivity of the 
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Fig. 13.3 The benchmark case
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Fig. 13.4 A less shock-prone TV-BPCG rate
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manufacturing share to exchange rate appreciation/domestic demand 
deflation (the Palley effect) nor the sensitivity of the long run growth rate 
to the manufacturing share (the Kaldor effect) is large enough to create 
major changes in the TV-BPCG rate. This pattern may be observed in 
countries which have relatively higher income elasticities of demand for 
their manufacturing exports compared to their trade rivals, as a result of 
firms’ efforts to increase non-price competitiveness, so that a shock to the 
exchange rate that has detrimental effects on price competitiveness results 
only in slight declines in the manufacturing sector and hence the 
TV-BPCG rate. Moreover, as a result of positive de-industrialization and/
or industrial policy, both the income elasticity of demand for non- 
manufacturing exports and the share of the non-manufacturing sector in 
exports may be high. At the same time, spillover effects from a robust 
manufacturing sector to the non-manufacturing sector may result in 
enhanced productivity performance in this sector (at least among what 
Baumol et al. (1991) term ‘dynamic’ service industries that are less prone 
to Baumol’s disease), as a result of which certain non-manufacturing 
industries share (with the manufacturing sector) the role of ‘engine of 
growth’. In other words, with smaller Palley and Kaldor effects (smaller 
values of β and f ', respectively), the time variance of the BPCG rate may 
be relatively minor, and, as a consequence, the TV-BPCG rate will be less 
shock-prone.

In our final simulation, we depict an extreme case involving larger 
Palley and Kaldor effects captured by the parameter values β = 0.3 and  
f ' = 0.3 (see Fig. 13.5). In this case, the actual growth rate and the BPCG 
rate eventually collapse to a new steady-state growth rate of less than 1%, 
far below the initial equilibrium growth rate of 5%.

As seen in Fig. 13.5, either one or both of the Palley and Kaldor effects 
can be so large as to be overwhelming, producing extreme sensitivity of 
yB to the initial shock η0 ≠ 0. In this case, the initial drop in the short-
term actual rate of growth y due to η0 ≠ 0 causes a subsequent drop in yB 
that, due to the Palley and Kaldor effects, is so large that the properties of 
yB as an attractor subsequently pull y  down further below its initial 
depressed value. The end result is that both y and yB continue to fall as the 
initial shock persists, eventually converging to a new steady-state value 
that lies below y0  + η0 (where η0  <  0). In other words, the long-term 
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growth effects of a persistent demand shock are now larger than the 
short-term effects.

The simulation exercises above demonstrate the sensitivity of the 
TV-BPCG, in an economy subject to transitory but persistent demand 
shocks, to differing magnitudes of the Palley effect (the sensitivity of the 
manufacturing share to exchange rate over valuation and/or domestic 
recessions) and the Kaldor effect (the extent to which manufacturing is 
the engine of long run growth). In so doing, they draw attention to the 
way in which negative deindustrialization caused by recessions and/or 
exchange rate over valuation may impact economic structure in such a 
way as to lower the long-run equilibrium BPCG rate. Note that if E ≠ E∗ 
due to the side-effects of policy (e.g., a high interest rate regime designed 
to curb inflation), then ultimately the outcomes reflected in the TV-BPCG 
rate are also policy side effects. These adverse consequences for growth are 
long-term and (ceteris paribus) permanent, but it cannot be argued that 
they result from policy lock in/out (as in Palley (2016)), since E = E∗ in 
the long run (in Palley’s terms, policy can be, and eventually is, ‘dialed 
back’). But economic structure is nevertheless affected with detrimental 
long-run macroeconomic performance effects, revealing that permanent 
damage can be wreaked by even temporary policy mistakes (such as the 
‘Thatcher experiment’ with monetarism) that are not subject to policy 
lock in.
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Fig. 13.5 The damaging consequences of large Palley and/or Kaldor effects
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4  A Time-Varying and Quasi Path- 
Dependent Balance of Payments 
Constrained Growth Rate

The behaviour of y and yB resulting from Eqs. (13.22) and (13.21) gives 
rise to a long-run equilibrium BPCG rate that is time-varying, as in 
Eq.  (13.24). The obvious contrast is with orthodox BPCG theory, as 
summarized (in the case of a multi-sector economy) by Eq. (13.11). 
Here, the BPCG rate is understood as a single-valued steady state that, in 
the absence of exogenous parametric change, remains constant in the 
long run and unaltered by short-term adjustment dynamics that lead the 
actual rate of growth back towards the BPCG rate in the event of a transi-
tory disequilibrating shock (see, e.g., McCombie and Thirlwall 1994; 
McCombie 2011; Setterfield 2011; Thirlwall 2011).

In fact, with y ≠  yB  in the short-term now resulting in permanent 
change in yB in the long run, Eqs. (13.22) and (13.21) resemble a path- 
dependent system wherein any (on the face of it, temporary) change in 
the actual rate of growth results in change in the long-run equilibrium 
rate of growth.13 This appearance of path dependence should not be exag-
gerated, however. As the analysis in Sect. 3.3 makes clear, a common third 
factor—the sensitivity of both y and yB to E ≠ E∗—is driving the behav-
iour of the system as a whole. Nevertheless, it might be said that yB is not 
only time-varying, but also quasi path dependent.

Both the theoretical development of a TV-BPCG rate and its identifi-
cation as quasi path dependent are potentially exploitable in an empirical 
context. Consider first the existence of a TV-BPCG rate. If we think of yB 
as the low-frequency trend in an economy’s real output growth time series 
data, then any evidence of the non-constancy of this trend would sub-
stantiate the hypothesis that there exists a TV-BPCG rate. For instance, 
rejection of the null hypothesis that the trend in an economy’s real output 
growth time series data is I(0) would provide prima facie evidence of the 
existence of a TV-BPCG rate.

Consider now the value  to BPCG empirics of identifying the 
TV-BPCG rate as quasi path dependent. Having already interpreted yB as 
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the low- frequency trend in an economy’s real output growth time series 
data, it is reasonable to think of the accompanying high-frequency cycli-
cal component of the same data as representing y ≠  yB as a result of 
E ≠ E∗. The quasi path dependence of the TV-BPCG rate now suggests 
that there is merit to studying the sensitivity of the trend to the cyclical 
component of real output growth data. The methodology for such analy-
sis has already been established in the NAIRU literature and has since 
migrated to Post- Keynesian macrodynamics (Schoder 2012).

In sum, while this chapter has focused on developing the theory of a 
TV-BPCG rate, the analysis presented has clear empirical extensions. The 
TV-BPCG rate (interpreted as the trend component of time-series growth 
rate data) can be expected to vary with the short-run growth rate (the 
cyclical component of time-series growth rate data), as a result of its quasi 
path dependence. This is suggestive of a new empirical agenda in BPCG 
analysis that focuses on studying the time variation in, and quasi path 
dependence of, the BPCG rate.

5  Summary and Conclusions

Multi-sector BPCG models emphasize the importance of economic 
structure (as well as demand) for long run growth, in keeping with 
Kaldor’s first law. Analysis of structural change, meanwhile, suggests 
that premature deindustrialization can be induced by persistent cur-
rency over valuations and/or recessions—either of which may be a by-
product of macro policy. This chapter combines these insights to 
develop a model of time-varying balance of payments constrained 
growth (TV-BPCG). The TV-BPCG rate is shown to be quasi path 
dependent, suggesting a new empirical agenda for BPCG analysis asso-
ciated with trend-cycle interactions in time series growth data. It is 
hoped that these insights will contribute to the further advancement of 
BPCG theory and Kaldorian growth theory writ large and that in so 
doing, they pay fitting tribute to the foundational work of John 
McCombie in this field.
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Notes

1. See, for example, Rowthorn and Wells (1987) on the so-called maturity 
effect, a process of deindustrialization that appears to be an inevitable 
accompaniment of the growth trajectory of advanced capitalist 
economies.

2. This is sometimes interpreted as part of a larger set of concerns regarding 
‘finance versus industry’ in modern capitalism (Epstein and Schor 1990; 
Epstein 2001).

3. Overall, then, our basic approach is not unlike that of Missio et  al. 
(2017), who also build on the multi-sector BPCG model of Araujo and 
Lima (2007) to show that an exchange rate devaluation can affect the 
BPCG rate by (inter alia) increasing the manufacturing share of eco-
nomic activity. Unlike Missio et al. (2017), however, who consider the 
comparative static effects of the exchange rate on the equilibrium rate of 
growth, the model developed here captures the permanent effects (on 
the BPCG rate) of a transitory exchange rate appreciation. It also shows 
how an explicitly transitory shock to domestic demand can be interpreted 
as having the same (long run equilibrium growth retarding) effect.

4. The manufacturing share of total output is also sometimes used to gauge 
deindustrialization. See, for example, Felipe and Mehta (2016) for a 
recent discussion of international trends in the manufacturing share of 
total output.

5. It may not be altogether benign, however, since stagnant service-sector 
productivity growth may contribute to stagnant real wage growth in this 
sector, and hence rising income inequality.

6. See Thirlwall (1983) on Kaldor’s laws and Cantore et al. (2017) for a 
review of, and further contribution to, recent empirical evidence affirm-
ing the importance of Kaldor’s first law.

7. See, for example, Thirlwall (2013) for a recent discussion of these basic 
tenets of Kaldorian growth theory in the context of BPCG theory, and 
in particular, the importance of both demand and economic structure in 
the determination of long-run growth.

8. This assumption is a counterpart to the assumption of a constant real 
exchange rate from which the canonical one-sector version of Thirlwall’s 
law can be derived.

9. Long-run constancy of the real exchange rate does not require long-run 
constancy of the nominal exchange rate, but we assume here that, for 
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discrete intervals of time, the (own currency) prices of tradable goods are 
fixed so that there exists, in the short run, a unique constant value of E 
consistent with long-run constancy of the real exchange rate.

10. Recall that as defined in Eqs. (13.4) and (13.5), E is the domestic price 
of foreign currency, so that a fall in the value of E such that E < E* rep-
resents a nominal exchange rate appreciation.

11. Recall that δ captures the sensitivity of y to E – E* ≠ 0.
12. The same conventions are maintained throughout the simulations that 

follow.
13. Indeed, the results derived from equations (22) and (21) might even be 

described as hysteresis-like, in the sense that they describe a strictly tran-
sitory shock as ultimately having permanent effects on the growth path 
of the economy. We refer to a “hysteresis-like” result here by virtue of its 
having one of the salient properties of hysteresis—namely, the propen-
sity of a temporary cause to have a permanent effect. Note, however, that 
it does not arise from a process of “strong” or “true” hysteresis. See 
Setterfield (2009) for further discussion.
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